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Abstract

Given a set of $n$ "input" nodes, let $f(n,s,d)$ be the minimum number of "output" nodes in a bipartite graph such that every set of at most $s$ inputs is joined to at least $s$ outputs, subject to the restriction that every output node has degree at most $d$. Let $\theta(s,d) = \lim_{n \to \infty} f(n,s,d)$. A general construction yields $\theta(s,d) \leq s \sqrt{s + d - 1}$, and this is optimal when $s \leq 2$ or $d \leq 2$. For larger values of $s$ and $d$, better constructions are given. If $s \leq d^r$, then $\theta(s,d) \leq r[s^{1/r}/r]/d$. For $d$ fixed and $s$ large, the problem is closely related to the construction of bounded concentrators and expander graphs, used in VLSI applications, and results there can be applied. A linear programming formulation is given.
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1. Introduction

Imagine \( n \) users trying to communicate with a central facility that has \( m \) service ports. At any time, a set of at most \( s \) users may want to use the facility, and one user can be connected to each port at a given time. We assume there are direct communication links from users to service ports, with at most \( d \) links incident to a single service port. This constraint on degree may model a fan-in limitation of some circuitry at the service port. The problem is to satisfy the constraints with the minimum number of service ports.

More formally, given positive integers \( n, s, d \), we seek the minimum \( m \) allowing a bipartite graph with \( n \) input nodes, \( m \) output nodes of degree at most \( d \), and each set of \( s \) inputs matchable to \( s \) distinct outputs. By Hall's Theorem on matching in bipartite graphs, this is the same as having each set of \( k \leq s \) users joined to at least \( k \) outputs. Call this the \( (s,d) \)-matching problem, and let \( f(n,s,d) \) be the minimum value of \( m \).

The efficiency of the construction is described by the ratio \( m/n \), so we let \( \theta(n,s,d) = f(n,s,d)/n \). It also makes sense to define \( \theta(s,d) = \lim_{n \to \infty} \theta(n,s,d) \), because a solution for any given \( (n_0,s,d) \) can be replicated, with the leftover inputs connected straight across, to obtain \( \theta(n,s,d) < \theta(n_0,s,d) + n_0/n \). This is useful in proving lower bounds, because for \( \theta(s,d) \) we may assume the components of an optimal graph all have the same input-output ratio.

In Section 2 we present a simple construction for general \( (s,d) \) yielding
\[
\theta(s,d) \leq s/(s + d - 1),
\]
which is of interest only because it is optimal for \( s \leq 2 \) and \( d \leq 2 \). Here we also present a construction useful whenever \( s \) is not arbitrarily larger than \( d \), i.e. \( s \leq d^r \). This yields \( \theta(d^r,s,d) \leq r[s^{1/r}/r]/d \). Compare this to the trivial lower bound \( \theta(s,d) \geq 1/d \). If \( s \) is bounded in terms of \( d \) by \( \log s \leq \log d \), then putting \( r = \lceil \log d \rceil \) yields \( \theta(d^r,s,d) \leq \lceil \log d \rceil/d \). We have not chosen the base of the logarithm here; choosing the largest base that satisfies \( \log s \leq \log d \) will yield the best upper bound on \( \theta(s,d) \) obtainable from this construction. One would like to choose \( d \) as a base to make the upper bound equal the lower bound, but this can only be done when \( s = 1 \).

We present one further construction useful when \( d \) is large. In particular, if \( d = (s - 1)(m - 1)/s \) for some \( m \), then \( \theta(s,d) \leq (s - 1)/d \). Call integers of the form \( (s - 1)(m - 1)/s \) special numbers. Since \( \theta(s,d) \) is decreasing in \( d \), this yields \( \theta(s,d) \leq (s - 1)/q \), where \( q \) is the largest special number less than or equal to \( d \). Finally, Section 3 returns to small cases to mention some numerical results from a linear programming formulation.
These constructions for fixed $s$ and $d$ have the ratio $m/n$ going to 1 as $s$ grows. However, related to this problem is an important and well-studied problem in which $\theta(n,s,d)$ is of interest for a fixed value of $\alpha = s/n$ rather than fixed $s$. Work in this area began with graphs called concentrators, first studied by Pinsker [8] and Margulis [7]. More clearly related to our problem is the subsequent $(n,\theta,k,\alpha,c)$-bounded strong concentrator defined by Gabber and Galil [6] to be a bipartite graph with $n$ inputs, $\theta n$ outputs, and at most $kn$ edges, such that any set $S$ of at most $cn$ inputs has at least $c |S|$ neighbors. (Our graphs are $(n,m/n, dm/n, s/n, 1)$-bounded strong concentrators.) These graphs can be used in a recursive construction of superconcentrators, originally defined by Valiant [12], which are networks with $n$ inputs and $n$ outputs that have vertex-disjoint paths from any set of inputs to any set of outputs of the same size. One wishes to construct these graphs, which have many applications, with a small number of edges. One can construct an $n$-superconcentrator from an $n^{\alpha 1}$-bounded strong concentrator and a $\theta n$-superconcentrator [9]; hence the desire to minimize $\theta$. Increasing $\alpha$ allows saving some edges in the recursive construction.

We have no new constructions to present for this situation; we merely cite results from the theory of concentrators that apply here. The simplest and most interesting case is $\alpha = s/n = \frac{1}{2}$, treated by Pippenger [9]. Chung [4] later obtained a more general result. It must be noted that these are nonconstructive results obtained from counting arguments.

**Lemma [9]:** For every $m$ there exists a bipartite graph with $6m$ inputs and $4m$ outputs in which every input has degree at most 6, every output has degree at most 8, and every set of at most $3m$ outputs is matchable.

In other words, $\theta(6m, 3m, 9) \leq 2/3$. The surprise here is that for $d = 9$, $\theta(n, \alpha n, d)$ does not go to 1 as $n \to \infty$, whereas we have proved that for $d = 2$ it goes to 1. Chung's result, which is not restricted to a single value of $d$, shows that, for sufficiently small $\alpha$ and sufficiently large $n$, $\theta(n, \alpha n, d) \leq 5/9$ when $d = 8$. We ask whether $\theta(n, \alpha n, d)$ can be bounded away from 1 when $d = 3, 4, 5$.

**Lemma [4]:** Let $m,t,a,b$ be integers with $a \geq b \geq 2$, and choose a real number $0 < \alpha < 1$. If $m$ is sufficiently large and the conditions below hold, then there exists a bipartite graph with $n = am$ inputs, $bm$ outputs, input degree $bt$, output degree $d = at$, and every set of at most $s = \alpha n$ inputs matchable. Let $H(z)$ be the entropy function $-z \log z - (1-z) \log (1-z)$. The conditions are
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\[ t > \frac{H(a)+(b/a)H(a/a/b)}{bH(a)-\alpha aH(b/a)} \quad \alpha < \frac{b(b-2)}{ab-a-b} \quad bt > 4 \]

Variants of this problem include the design of connectors [10], nonblocking networks [3,4], generalized connectors [10], and expanders [1,2,6,11].

2. Small values of \( s \)

In this section, we focus on explicit constructions, which are useful when \( s \) is not too large. We begin with a construction that is not very good in general, but is valid for all \((s,d)\) and is optimal when \( s \leq 2 \) or \( d \leq 2 \).

**THEOREM 1.** \( \theta(s,d) \leq s/(s+d-1) \), with equality when \( s \leq 2 \) or \( d \leq 2 \).

**Proof.** The construction. By the remark in the introduction, it suffices to provide a component with \( s+d-1 \) inputs and \( s \) outputs. Construct such a component by joining output \( y_j \) to inputs \( x_{i_1}, \ldots, x_{i_{d-1}} \). This component has the \((s,d)\)-matching property, because the matching \( M = \{x_i, y_j : 1 \leq i \leq d\} \) can be altered iteratively to satisfy any set \( S \) of at most \( s \) inputs as follows: For \( i = 1, \ldots, d-1 \), if \( x_i \notin S \) and \( x_i \) is the \( t+1 \)th input missed by \( S \), alter the current \( M \) by replacing \( x_j, y_j \) by \( x_{j+1}, y_{j-t} \).

Optimality for \( s \leq 2 \), i.e. \( \theta(n,2,d) \geq 2/(d+1) \) (obvious for \( s = 1 \)). Consider a component \( G \) of an optimal graph on \( n \) inputs. \( G \) has \( k \) inputs and \( m = \theta k \) outputs. Let \( t \) be the number of inputs in \( G \) having degree \( 1 \); call them leaves. By the pigeonhole principle, \( m \geq t \), else there is an unsatisfied pair of leaves. This means showing \( t \geq 2k/(d+1) \) will complete the proof. If \( t < 2k/(d+1) \), we get a contradiction by counting edges of \( G \). Counting them by inputs yields at least \( t + 2(k-t) = 2k - t > 2kd/(d+1) \). Counting them by outputs yields at most \( dm = \theta k \). Together these imply \( \theta \geq 2/(d+1) \).

Optimality for \( d = 2 \), i.e. \( \theta(n,s,2) \geq s/(s+1) \) (obvious for \( d = 1 \)). Again, consider an optimal component \( G \) with \( k \) inputs and \( m = \theta k \) outputs. We may assume \( k > s \), else \( \theta \geq 1 \). Again we count edges. Since the component is connected, there must be at least \( m+k-1 \), but there are at most \( 2m \). Hence \( m \geq k-1 \), or \( \theta \geq (k-1)/k \geq s/(s+1) \). \( \square \)

Now we suppose \( d \) is somewhat larger, but we prevent \( s \) from growing arbitrarily in relation to \( d \), i.e. \( s \leq d^r \). For this case we provide only a construction. Ignoring the ceiling brackets may make it look essentially optimal, since the
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degree restriction places a trivial lower bound of $1/d$ on $\theta(s,d)$ and $s^{1/r}$ can be made arbitrarily small by letting $r$ grow, but $[s^{1/r}/r]$ cannot be less than 1, and there is certainly no further improvement after reaching that point.

THEOREM 2. For $s \leq d^r$, $\theta(d^r,s,d) \leq r[s^{1/r}/r]/d$.

Proof. We construct a component using $d^r$ inputs and $rd[s^{1/r}/r]$ outputs. Arrange the inputs in an $r$-dimensional array with side $d$. Assign an output to the $d$ inputs in each 1-dimensional row of the array; i.e. fixing $r-1$ coordinates. We use $[s^{1/r}/r]$ copies of this set of $rd^{r-1}$ outputs. The outputs all have degree $d$; we need only verify that every set of at most $s$ inputs is satisfied.

Each input neighbors $r$ outputs in each copy. Given a set of $k \leq s$ inputs, suppose its positions in the array meet $p = \Sigma p_i$ outputs in each copy, $p_i$ in the $i$th direction. Then it has $p[s^{1/r}/r]$ output neighbors. For a given $k$, $p$ is minimized when the positions are arranged in an $r$-dimensional cube of side $k(r-1)^{1/r}$. In particular, $p \geq rk^{(r-1)/r}$. This implies $p[s^{1/r}/r] \geq k$, as desired. $\Box$

Remarks. 1) We can do a bit better by not using identical copies of the outputs, but rather distributing them differently over the coordinates in each copy. For example, in the $j$th copy, let the input sets covered by an output be a point $x$ and all translates of $x \mod d$ by $(t_1,j, \ldots, t_r,j)$, where $t_{ij}$ is 0 or relatively prime to $d$. By appropriate choice of the $t_{ij}$, an $s$-set configured to hit the minimum number of outputs in one copy will hit more than the minimum in other copies. In other words, fewer copies will be needed. Similarly, we can shave a little off the outputs in each copy when $s^{1/r}/r$ is just a little more than an integer.

2) The fact that this construction is valid for an arbitrary number of dimensions suggests that it may be possible to improve on the expander graphs of [6,7] by generalizing their constructions to higher dimensions. Also, the expander graphs themselves may yield better constructions for the graphs studied here.

Finally, since this construction only yields $\theta(s,d) \leq \log d/d$ for large $d$ and fixed $s$, we present another that yields about $(s-1)/d$. As noted in the introduction, we get $\theta(s,d) \leq (s-1)/q$, where $q$ is the largest special number less than or equal to $d$.

THEOREM 3. If $d = (s-1)(m-1)/s-2$, then $\theta(s,d) \leq (s-1)/d$.
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Proof. We construct a component with $m$ outputs and $n = (s - 1)\binom{m}{s - 1}$ inputs. Partition the inputs into $\binom{m}{s - 1}$ disjoint classes of $s - 1$ inputs each. Put these classes in 1-1 correspondence with the subsets of size $s - 1$ of the outputs. For each output set of size $s - 1$, join each of its vertices to each of the vertices in the corresponding class of $s - 1$ inputs.

Any set of inputs in a single class has size at most $s - 1$ and has $s - 1$ output neighbors. On the other hand, any set of inputs intersecting more than one class has at least two distinct sets of $s - 1$ neighbors, hence at least $s$ neighbors altogether. Furthermore, since each output belongs to $\binom{m - 1}{s - 2}$ sets of size $s - 1$, each output has degree $(s - 1)\binom{m - 1}{s - 2}$. Finally,

$$m/n = m/(s - 1)\binom{m}{s - 1} = m/m\binom{m - 1}{s - 2} = (s - 1)/d.$$

3. Integer programming formulation

The constraints and objective of the $(s,d)$-matching problem can be formulated as a 0,1-integer programming problem with linear constraints. It is a "multi-covering" problem; the dual is a weighted packing problem.

To define the program, note that we may assume all the outputs have degree $d$, since extra edges thrown in cannot hurt. In running the programs, we have considered only the class of graphs where no output nodes share the same neighborhoods. We have not proved that the optimal configuration is of this type. We associate with each potential output one of the $d$-subsets of the $n$ inputs. We want to choose the minimum number of these that will satisfy the constraints.

The constraint matrix is the incidence matrix between the $d$-subsets of the inputs (corresponding to possible output neighborhoods) and the subsets of size at most $s$ of the inputs. The constraint for a set of size $k$ is that it intersect at least $k$ of the chosen output neighborhoods. Hence the constraints look like $\Sigma_i x_i a_i, s \geq |S|$, and the objective function is $\min \Sigma x_i$.

In the table below, we show the optimal number of outputs for some small values of $n$, with $s$ and $d$ varying from 3 to 5. These are the results of an integer linear program run using a Multi-Purpose Optimization System Package [5] running under the NOS operating system on a CDC CYBER-175 computer. Larger problems than the ones listed could not be run due to limited memory space. The columns are indexed by the number of inputs $n$, and the entries give the minimum $m$ and the minimum output-input ratio $m/n$.
Optimum number of outputs and values of $\theta(n, s, d)$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s=3, d=3$</td>
<td>3.800</td>
<td>4.677</td>
<td>4.571</td>
<td>5.025</td>
<td>5.556</td>
<td>6.600</td>
</tr>
<tr>
<td>$s=3, d=4$</td>
<td>3.800</td>
<td>3.500</td>
<td>4.571</td>
<td>4.500</td>
<td>5.556</td>
<td></td>
</tr>
<tr>
<td>$s=3, d=5$</td>
<td>3.500</td>
<td>3.500</td>
<td>3.429</td>
<td>4.500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$s=4, d=3$</td>
<td>4.800</td>
<td>4.667</td>
<td>5.714</td>
<td>5.625</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$s=4, d=4$</td>
<td>4.800</td>
<td>4.667</td>
<td>4.571</td>
<td>5.625</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$s=4, d=5$</td>
<td>4.800</td>
<td>4.667</td>
<td>4.571</td>
<td>4.500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$s=5, d=3$</td>
<td>5.100</td>
<td>5.883</td>
<td>5.714</td>
<td>6.750</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$s=5, d=4$</td>
<td>5.100</td>
<td>5.883</td>
<td>5.714</td>
<td>5.625</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$s=5, d=4$</td>
<td>5.100</td>
<td>5.883</td>
<td>5.714</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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