ASSOCIATIVITY AND INTEGRABILITY
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Abstract. We provide a complete solution to the problem of extending a local Lie groupoid to a global Lie groupoid. First, we show that the classical Mal’cev’s theorem, which characterizes local Lie groups that can be extended to global Lie groups, also holds in the groupoid setting. Next, we describe a construction that can be used to obtain any local Lie groupoid with integrable algebroid. Last, our main result establishes a precise relationship between the integrability of a Lie algebroid and the failure in associativity of a local integration. We give a simplicial interpretation of this result showing that the monodromy groups of a Lie algebroid manifest themselves combinatorially in a local integration, as a lack of associativity.
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1. Introduction

One of the main differences between the Lie theory of groupoids and the ordinary Lie theory of groups is the failure of Lie’s Third Theorem: not every Lie algebroid integrates to a Lie groupoid. A fundamental fact discovered in [4] is that the lack of integrability of a Lie algebroid can be measured by the so-called monodromy groups. On the other hand, it is well known that every Lie algebroid integrates to a local Lie groupoid. In this paper we show that the failure of integrability of a Lie algebroid can also be measured by the failure of associativity of any of its local integrations.

In connection with his proof of Lie’s Third Theorem [3] for ordinary Lie theory, E. Cartan already considered the question whether a local Lie group is contained in a global Lie group, i.e., whether a local Lie group is “globalizable” (sometimes called “enlargeable”). Mal’cev [10] was the first one to define a notion of a local group...
and he showed that the lack of associativity is the only obstruction to embedding a local group in a global one. More precisely, the associativity axiom for a local group requires that for every triple of elements one has:

\[ g(hk) = (gh)k, \]

provided both sides are defined. While for a global group this implies that all higher associativities hold, this is not true for a local Lie group. So, for example, there exist local Lie groups in which one can find 4 elements such that:

\[ (gh)(kl) \neq g((hk)l), \]

so that 4-associativity does not hold. An obvious necessary condition for a local group to be globalizable is that \( n \)-associativity holds for all \( n \geq 3 \), in which case we say that the local Lie group is **globally associative**. Mal’cev’s theorem states that this condition is also sufficient.

Mal’cev’s notion of a local group was used by Smith [14], who applied a simplicial complex approach to establish another criterion for globalizability. Both the Mal’cev criterion and the Smith criterion were used in the 1960s to understand the failure of Lie’s Third Theorem for Banach Lie algebras. For an account of these works, and the fact that the two criteria are in fact the same, we refer to [16]. More recently, these kind of problems have resurfaced in connection with Goldbring’s solution ([7]) to the local version of Hilbert’s fifth problem (see, e.g., the recent book by Tao [15]).

All these notions for local groups extend to local groupoids so, perhaps, it is not too surprising that a version of Mal’cev’s result holds for local groupoids. We will be interested mainly in the case of local Lie groupoids, and we will establish the following.

**Theorem 1.1** (Mal’cev’s theorem for local Lie groupoids). A sufficiently connected local Lie groupoid is globalizable if and only if it is globally associative.

The connectedness needed in the statement of this theorem as well as in the results that follow will be explained in the main body of the paper.

Simple examples of non-globalizable local Lie groups exist, and Olver in [12] gives a general method of constructing local Lie groups that are not contained in a global Lie group, leading to a classification of local Lie groups. The main idea is to start with a (global) Lie group and consider an open neighborhood \( U \) of the unit. Obviously, \( U \) is a globalizable local Lie group. However, if \( U \) is chosen not to be 1-connected, a covering \( \tilde{U} \) inherits a local Lie group structure from \( U \) which, in general, is non-globalizable. Olver’s theorem essentially states that every local Lie group is covered by a local Lie group which covers a globalizable local Lie group.

The theory of covers for local Lie groupoids is more subtle than for local Lie groups. Still, we will show that when the underlying Lie algebroid is **integrable**, Olver’s theorem also extends to local Lie groupoids with the appropriate assumptions.
**Theorem 1.2** (Classification of local Lie groupoids). Suppose $G$ is a source-connected local Lie groupoid with integrable Lie algebroid $A$. Let $\tilde{G}$ be the source-simply connected cover of $G$ and let $G(A)$ be the source-simply connected integration of $A$. Then we have a diagram:

$$
\begin{array}{ccc}
G & \stackrel{p_1}{\longrightarrow} & \tilde{G} \\
\downarrow & & \downarrow \\
U & \subseteq & G(A)
\end{array}
$$

where $p_1$ is the covering map and $p_2$ is a generalized covering of local Lie groupoids.

Our version of Mal’cev’s theorem shows that global associativity must fail for a local Lie groupoid whose Lie algebroid is non-integrable. This is a completely new aspect of the theory of groupoids which has no counterpart for groups. One of the main goals of this paper is to establish a precise connection between the lack of associativity and the lack of integrability.

Given a local groupoid $G$ over $M$ we build a new groupoid $\mathcal{AC}(G)$ over $M$, called the associative completion of $G$ as follows. One introduces the set of well-formed words on $G$:

$$
W(G) := \bigsqcup_{n \geq 1} G \times T G \times T \cdots \times_T G,
$$

namely the words $(w_1, \ldots, w_n)$ in $G$ formed by arrows whose source and target match: $s(w_i) = t(w_{i+1})$ for all $i \in \{1, \ldots, n - 1\}$. Given a well-formed word $w = (w_1, \ldots, w_k, w_{k+1}, \ldots, w_n)$ such that $w_k$ and $w_{k+1}$ can be composed, we have a new well-formed word $w' = (w_1, \ldots, w_k w_{k+1}, \ldots, w_n)$. We say that $w'$ is obtained from $w$ by contraction or that $w$ is obtained from $w'$ by expansion. Contractions and expansions generate an equivalence relation $\sim$ on $W(G)$, and one defines the associative completion of $G$ to be the space of equivalence classes:

$$
\mathcal{AC}(G) := W(G)/\sim.
$$

Notice that there is an obvious map $G \to \mathcal{AC}(G)$.

Under a very mild assumption on $G$, concatenation of well-formed words gives $\mathcal{AC}(G)$ a groupoid structure over $M$. Moreover, if $G$ is a local topological groupoid and we equip $\mathcal{AC}(G)$ with the quotient topology inherited from $W(G)$, we have the following.

**Proposition 1.3.** If $G$ is a local topological groupoid, then $\mathcal{AC}(G)$ is a topological groupoid and $G \to \mathcal{AC}(G)$ is a morphism of local topological groupoids. Given any morphism $F : G \to H$, where $H$ is a topological groupoid, there exists a unique morphism of topological groupoids $\tilde{F} : \mathcal{AC}(G) \to H$ such that the following diagram commutes:

$$
\begin{array}{ccc}
G & \longrightarrow & H \\
\downarrow & & \downarrow \\
\mathcal{AC}(G) & \nearrow & F
\end{array}
$$

If $F : G \to H$ is a morphism of local topological groupoids, there is an obvious map $\mathcal{AC}(F) : \mathcal{AC}(G) \to \mathcal{AC}(H)$, which is a morphism of topological groupoids, and
makes the following diagram commutative:

\[
\begin{array}{ccc}
G & \xrightarrow{F} & H \\
\downarrow & & \downarrow \\
\mathcal{AC}(G) & \xrightarrow{\mathcal{AC}(F)} & \mathcal{AC}(H)
\end{array}
\]

Hence, \( \mathcal{AC} \) is a functor from the category of local topological groupoids to the category of topological groupoids.

In general, if \( G \) is a local Lie groupoid, \( \mathcal{AC}(G) \) is not a Lie groupoid. We call an element in the isotropy

\[ g \in G_x = s^{-1}(x) \cap t^{-1}(x) \]

an associator at \( x \) if there is a well-formed word \( (w_1, \ldots, w_n) \) which admits two sequences of contractions: one ending at \( g \) and the other one ending at the unit \( 1_x \).

The set of all associators, denoted \( \text{Assoc}(G) \), is contained in the kernel of the map \( G \to \mathcal{AC}(G) \). Under mild assumptions on \( G \), we show that it coincides with this kernel, and, moreover, that it controls the smoothness of \( \mathcal{AC}(G) \).

**Theorem 1.4.** If \( G \) is an enough connected local Lie groupoid, then \( \mathcal{AC}(G) \) is smooth if and only if \( \text{Assoc}(G) \) is uniformly discrete in \( G \). In this case, \( G \to \mathcal{AC}(G) \) is a local diffeomorphism.

Notice the obvious similarities between the functor \( \mathcal{AC}(\cdot) \) and the integration functor \( G(\cdot) \), which associates to a Lie algebroid the space of \( A \)-paths modulo \( A \)-homotopies (see [4,5]):

- If \( A \) is a Lie algebroid, then \( G(A) \) is a topological groupoid. It is a Lie groupoid iff the monodromy \( \mathcal{N}(A) \) is uniformly discrete in \( A \).
- If \( G \) is a local Lie groupoid, then \( \mathcal{AC}(G) \) is a topological groupoid. It is a Lie groupoid iff the associators \( \text{Assoc}(G) \) are uniformly discrete in \( G \).

Moreover, if \( \mathcal{AC}(G) \) is smooth, then the Lie algebroid of \( G \) is integrable since \( G \) and \( \mathcal{AC}(G) \) have the same Lie algebroid. One of our main results establishes a precise relationship between the monodromy groups and the associators as follows.

**Theorem 1.5.** Let \( G \) be a shrunk local Lie groupoid \( G \) with Lie algebroid \( A \to M \). For each \( x \in M \), there is an embedding of local groups \( G_x \hookrightarrow G_x(A) \) such that:

\[ \text{Assoc}_x(G) = G_x \cap \mathcal{N}_x(A). \]

The assumption in this theorem that \( G \) is shrunk is of a topological nature. Any local Lie groupoid has a neighborhood of the units which is shrunk. Such kind of assumption on \( G \) is required in order to be able to establish a relationship between the monodromy groups and the associators, since we will see that even local Lie groups may have non-discrete associators.

The associative completion \( \mathcal{AC}(G) \) has a simplicial interpretation: a local Lie groupoid \( G \) has a nerve which is a simplicial set \( G = \{ G^{(m)} \} \) and \( \mathcal{AC}(G) \cong \Pi_1(G) \), the path groupoid of \( G \). The theory is more complicated than for (global) groupoids, since now the nerve fails to be a Kan complex. Still, just like the monodromy groups \( \mathcal{N}_x(A) \), that can be defined as the image of a monodromy homomorphism \( \partial : \pi_2(M, x) \to \mathcal{G}(g_x) \), which appears as the connecting homomorphism of a long exact sequence (see [4]):

\[
\cdots \to \pi_2(M, x) \xrightarrow{\partial} \mathcal{G}(g_x) \xrightarrow{} \mathcal{G}(A) \xrightarrow{} \pi_1(M, x) \xrightarrow{} \cdots
\]
we will see that there is a simplicial version of the monodromy map involving the simplicial homotopy groups:

\[ \cdots \rightarrow \pi_2(U, x) \rightarrow \partial s \rightarrow \mathcal{A}C(G_x) \rightarrow \mathcal{A}C_x(G) \rightarrow \pi_1(U, x) \rightarrow \cdots. \]

Here, \( U \) is the local groupoid over \( M \) obtained as the image of the source/target map \( (t, s) : G \rightarrow M \times M \), and \( U \) denotes its nerve. We will see that then it follows that for a shrunk local Lie groupoid there is an isomorphism \( \mathcal{A}C(G) \simeq \mathcal{G}(A) \) (as topological groupoids).

This paper is organized as follows. In Section 2 we discuss some basic properties of local Lie groupoids, including our definition, various connectedness assumptions, and constructions. In Section 3 we extend a construction of local Lie groups due to Olver [12] to the case of local Lie groupoids. This leads to the classification of local Lie groupoids with integrable algebroid. In Section 4 we deduce our results concerning the relationship between associativity of a local Lie groupoid and the integrability of its Lie algebroid, via associators and monodromy groups. Finally, Section 5 discusses the simplicial approach to \( \mathcal{A}C(G) \) and the simplicial version of the monodromy map. The appendix contains Python code for a video that illustrates a construction related to a triangulation used in the proof of the main theorem of Section 6.

Notations and conventions. All manifolds and maps under consideration will be smooth. Throughout the text, local groupoids will be denoted by Latin letters (e.g., \( G \)), and global groupoids will be denoted by calligraphic versions (e.g., \( \mathcal{G} \)). If \( A \) is a Lie algebroid, then \( \mathcal{G}(A) \) will denote the associated source-simply connected groupoid (it is global, so it has a calligraphic symbol). Arrows of a groupoid compose from right to left, so that \( gh \) can only be defined if \( s(g) = t(h) \).

2. Local Lie groupoids

In this section, we discuss some basic concepts and properties of local Lie groupoids that will be relevant for this paper.

2.1. Definition of a local Lie groupoid. There are several different definitions of local Lie groupoids. We adopt the following “weak” version as the definition (there are even weaker versions; see, e.g., [2]). Later we will consider stronger versions.

**Definition 2.1.** A local Lie groupoid \( G \) over a manifold \( M \) is a manifold \( G \), together with maps:

- \( s, t : G \rightarrow M \) submersions (the source and target maps);
- \( u : M \rightarrow G \) a smooth map (the unit map);
- \( m : U \rightarrow G \) a submersion (the multiplication), where \( U \subset G \times_t G \) is an open neighborhood of:
  \[ (G \times_t M) \cup (M \times_t G) = \bigcup_{g \in G} \{(g, u(s(g))), (u(t(g)), g)\}; \]
- \( i : V \rightarrow V \) a smooth map (the inversion), where \( V \subset G \) is an open neighborhood of \( u(M) \) such that \( V \times_t V \subset U \);
such that the following axioms hold:

- \( s(m(g, h)) = s(h) \) and \( t(m(g, h)) = t(g) \) for all \( (g, h) \in U \);
- \( m(m(g, h), k) = m(g, m(h, k)) \) in a subset \( W \subset G \times_t G \times_t G \) whose interior contains
  \[
  (M_s \times_t M_s \times_t G) \cup (M_s \times_t G \times_t M) \cup (G \times_t M_s \times_t M);
  \]
- \( m(g, u(s(g))) = m(u(t(g)), g) = g \) for all \( g \in G \);
- \( s(i(g)) = t(g) \) and \( t(i(g)) = s(g) \) for all \( g \in V \);
- \( m(i(g), g) = u(s(g)) \) and \( m(g, i(g)) = u(t(g)) \) for all \( g \in V \).

**Remark 2.2.** A few remarks concerning this definition are in order:

1. By a local Lie group we will always mean a local Lie groupoid \( G \rightrightarrows M \) with objects the singleton: \( M = \{ \ast \} \).
2. It follows from this definition that \( u : M \to G \) is an embedding and we will consider \( M \) as a submanifold of \( G \) using this embedding. In particular, if \( x \in M \), we will write the unit at \( x \) as just \( x \), leaving out the \( u \).
3. It also follows from the definition that \( i : V \to V \) is an involutive diffeomorphism. An element of \( V \) will be called invertible. Note that we do not require all elements in \( G \) to be invertible, unlike some of the definitions in the literature, and this is relevant for us (see Remarks 2.24, 4.12, and 5.9).
4. For the multiplication we usually write \( gh \) instead of \( m(g, h) \). We require it to be defined near \( (G \times G) \cup (G \times G) \), not just near \( G \times G \).
5. For a Lie groupoid the fact that multiplication is a submersion follows from the other axioms, but this is not the case for a local Lie groupoid.
6. Just as in the case of Lie groupoids, we allow the manifold \( G \) to be non-Hausdorff. However, all other manifolds, including \( M \), the source and target fibers, are assumed to be Hausdorff.
7. Occasionally, we will deal with local topological groupoids: the definition is analogous but one works in the topological category instead. Similarly, one can define local groupoids completely free from topology (where the sets \( \mathcal{U} \), \( V \), and \( \mathcal{W} \) define the “local” nature of \( G \)).

There are two different ways of obtaining a smaller local Lie groupoid \( G' \) from a given local Lie groupoid \( G \). Both of them are relevant for us:

- We say that \( G' \) is obtained by restricting \( G \), if both local groupoids have the same manifolds of arrows and objects, the same source and target maps, and the multiplication and inversion in \( G' \) are obtained by restricting the ones of \( G \) to smaller domains.
- We say that \( G' \) is obtained by shrinking \( G \) if \( G' \) is an open neighborhood of \( M \) in \( G \), the source and target maps are the restrictions of \( s \) and \( t \) to \( G' \), multiplication is the restriction of \( m \) to \( U \cap (G' \times G') \cap m^{-1}(G') \), and inversion is the restriction of \( i \) to \( V' = (V \cap G') \cap i(V \cap G') \).

**Example 2.3** (Restriction of a Lie groupoid). Let \( G \rightrightarrows M \) be a Lie groupoid. Any open \( U \subset G^{(2)} \) containing \( (G \times G) \cup (G \times G) \) determines a restriction \( G' \) of \( G \). On the other hand, any open neighborhood \( G' \subset G \) of the unit section \( M \) determines a local Lie groupoid \( G' \) shrinking \( G \).
Example 2.4 (One-point compactification). The one-point compactification, \( \mathbb{R}_\infty = \mathbb{R} \cup \{\infty\} \), becomes a local Lie group if one extends addition by setting:
\[
g + \infty = \infty = \infty + g \quad \forall g \in \mathbb{R}.
\]
Although we could define \( \infty + \infty = \infty \), multiplication would not be smooth at \((\infty, \infty)\). So the domain of multiplication is \( \mathcal{U} = \mathbb{R}_\infty \times \mathbb{R}_\infty \setminus \{(\infty, \infty)\} \) and the domain of inversion is \( \mathcal{V} = \mathbb{R} \).

Example 2.5 (A-path local integration). Let \( A \) be a Lie algebroid and let \( P(A) \) denote the space of \( A \)-paths. A choice of \( A \)-connection \( \nabla \) on \( A \) determines an exponential map \( \exp_{\nabla} : A \to P(A) \) (see, e.g., \cite{5}). If \( \sim \) denotes the equivalence relation on \( P(A) \) determined by \( A \)-homotopy, it is shown in \cite{4} that, for a sufficiently small neighborhood \( V \subset A \) of the zero section, the quotient
\[
G := \exp_{\nabla}(V)/\sim
\]
is a local Lie groupoid with (partial) multiplication defined by concatenation of \( A \)-paths. We will call \( G \) an \textit{A-path local integration} of \( A \). There are other methods to associate a local groupoid to a Lie algebroid (see, e.g., \cite{2}).

Morphisms between local Lie groupoids are defined in a more or less obvious way.

Definition 2.6. Suppose that \( G_1 \) and \( G_2 \) are local Lie groupoids over \( M_1 \) and \( M_2 \), respectively. A \textit{morphism of local Lie groupoids} is a pair \((F,f)\), where \( F : G_1 \to G_2 \) and \( f : M_1 \to M_2 \) are smooth maps such that
\[
\begin{align*}
F \circ u_1 &= u_2 \circ f, \\
f \circ s_1 &= s_2 \circ F \quad \text{and} \quad f \circ t_1 = t_2 \circ F, \\
(F \times F)(U_1) &\subset U_2 \quad \text{and} \quad F \circ m_1 = m_2 \circ (F \times F) \quad \text{on} \quad U_1, \\
F(V_1) &\subset V_2 \quad \text{and} \quad F \circ i_1 = i_2 \circ F \quad \text{on} \quad V_1.
\end{align*}
\]
Note that the map \( f \) is really just the restriction of \( F \) to the unit manifold, so \( F \) completely determines the morphism, and it is therefore natural to think of the morphism as just \( F \). If \( G' \) is obtained from \( G \) by either restricting or shrinking, the inclusion \( G' \to G \) is a morphism of local Lie groupoids.

2.2. Associativity. One can strengthen the associativity axiom in the definition of a local Lie groupoid in various ways. The following definition is taken from \cite{12}, with group replaced by groupoid.

Definition 2.7. A local Lie groupoid is called \textit{associative to order} \( n \) (or \( n \)-\textit{associative}) if for every \( 3 \leq m \leq n \) and every ordered \( m \)-tuple of groupoid elements
\[
(x_1, \ldots, x_m) \in G \times_s \cdots \times_{s_{m-1}} G,
\]
all corresponding defined \( m \)-fold products are equal (in other words, if an \( m \)-fold product can be evaluated by putting in brackets in distinct ways, all result in the same answer).

For example, a local groupoid \( G \) is 3-associative if
\[
(gh)k = g(hk) \quad \text{whenever} \quad (gh)k \quad \text{and} \quad g(hk) \quad \text{are both defined}.
\]
This is stronger than the associativity axiom of a local groupoid, where this only needs to hold in some neighborhood of
\[
(M \times_s M \times_s G) \cup (M \times_s G \times_s M) \cup (G \times_s M \times_s M).
\]
It is a (perhaps surprising) fact that for every \( n \geq 3 \) there are \( n \)-associative local Lie groupoids that are not \((n + 1)\)-associative. This is already true in the case of local Lie groups ([12, section 3]) and we will discuss more examples later.

**Definition 2.8.** A local Lie groupoid is called **globally associative** if it is associative to every order \( n \geq 3 \).

Clearly, the local Lie groupoids obtained by restricting or shrinking a Lie groupoid are always globally associative. On the other hand, the \( A \)-path local integrations of a Lie algebroid \( A \) may fail to be even 3-associative. However, we have the following.

**Proposition 2.9.** Let \( G \) be a local Lie groupoid. For each \( n \geq 3 \) there is a restriction of \( G \) which is \( n \)-associative.

**Proof.** We will show that any local Lie groupoid \( G \) admits a restriction which is 3-associative. The case \( n > 3 \) is similar.

Let \( W \subset G \times_t G \times_t G \) be the region where 3-associativity holds. First we note that we can assume that the domain of multiplication \( U \subset G \times_t G \times_t G \) is such that:

\[
\{(g, s(g), h) \mid (g, h) \in U\} \subset \text{int}(W).
\]

This follows because the set,

\[
C = \{(g, h) \in G \times_t G \mid (g, s(g), h) \in \partial(W)\},
\]

is closed and does not intersect \((M \times_t G) \cup (G \times_t M)\), so we can replace \( U \) by the open set \( U - C \). Now we split the proof into two steps.

**Step 1** (\( G \) compact). Assume that there is no restriction \( U' \subset U \) where 3-associativity holds, i.e., for every open set \( U' \)

\[
(M \times_t G) \cup (G \times_t M) \subset U' \subset U \implies (U' \times GU') \setminus W \neq \emptyset.
\]

Choose a sequence of open sets

\[
U \supset U_1 \supset \cdots \supset U_n \supset \cdots \supset (M \times_t G) \cup (G \times_t M)
\]

such that

(a) \( U_{n-1} \supseteq U_n \);
(b) \( \bigcap_{n=1}^{\infty} U_n = (M \times_t G) \cup (G \times_t M) \).

If we pick elements

\[
(g_n, h_n, k_n) \in (U_n \times GU_n) \setminus W
\]

we obtain a sequence which can be assumed to converge to an element:

\[
(g_n, h_n, k_n) \to (g, h, k) \in (\Delta \times_G \Delta) \cap (U \times_G U),
\]

where \( \Delta = (M \times_t G) \cup (G \times_t M) \). This means that the limit is either of the form:

\[
(g, h, k) = (t(h), h, s(h)) \in \text{int}(W)
\]

(by the definition of a local topological groupoid) or of the form:

\[
(g, h, k) = (g, s(g), k) \in \text{int}(W)
\]

(by the remark at the beginning of the proof). This contradicts the fact that \( (g_n, h_n, k_n) \notin W \) for all \( n \). Hence, there must exist a restriction \( U' \subset U \) for which 3-associativity holds.
Step 2 ($G$ not compact). We can find a sequence

$$G_1 \subset G_2 \subset \cdots \subset G_n \subset \cdots G$$

where each $G_i$ is an open, precompact subgroupoid of $G$ (the inclusion is a local groupoid morphism), and such that:

$$\bigcup_{n=1}^{\infty} G_n = G.$$  

The proof of step 1 shows that for each $G_n$, there is a restriction $U_n \subset G_n \times_t G_n$ where 3-associativity holds. But then:

$$U = \bigcup_{n=1}^{\infty} U_n$$

gives a restriction of $G$ where 3-associativity holds. □

As we shall see later, a local Lie groupoid may fail to have a restriction which is globally associative or even a shrinking which is globally associative. On the other hand, by Lie’s Third Theorem, a local Lie group can always be shrunk to a globally associative one.

From now on, to simplify the discussion, we will assume that local groupoids are always 3-associative, unless otherwise indicated. The previous result guarantees that this can always be achieved by restricting.

2.3. The nerve of a local Lie groupoid. Given a local Lie groupoid, we introduce a simplicial set

$$G^{(0)} \xleftarrow{d_0} G^{(1)} \xleftarrow{d_1} G^{(2)} \cdots$$

as follows. We let $G^{(0)} = M$, $G^{(1)} = G$ and for $m > 1$ we denote by:

$$G^{(m)} \subset G \times_t G \times_t \cdots \times_t G,$$

the set formed by $m$-tuples $(g_1, \ldots, g_m)$ for which all $m$-fold products are defined and are equal. If $m = 1$, we have $d_0(g) = s(g)$ and $d_1(g) = t(g)$, while for $m > 1$ we have the usual formulas for the face maps:

$$d_0(g_1, \ldots, g_m) = (g_2, \ldots, g_m),$$

$$d_i(g_1, \ldots, g_m) = (g_1, \ldots, g_i g_{i+1}, \ldots, g_m), \quad (i = 1, \ldots, m - 1),$$

$$d_m(g_1, \ldots, g_m) = (g_1, \ldots, g_{m-1}).$$

On the other hand, the degeneracy maps are given by:

$$s_i(g_1, \ldots, g_m) = (g_1, \ldots, g_i, s(g_i), g_{i+1}, \ldots, g_m), \quad (i = 0, \ldots, m).$$

Notice that $G^{(m)}$ is, in general, strictly smaller than the subset of $m$-tuples in $G \times_t G \times_t \cdots \times_t G$ for which $m$-associativity holds: an $m$-tuple $(g_1, \ldots, g_m)$ can satisfy $m$-associativity but some $m$-fold products may fail to be defined.

Proposition 2.10. Given a local Lie groupoid $G$, its nerve $G^\bullet = \{G^{(m)}\}$ is a simplicial manifold. It is a Kan complex if and only if $G$ is a Lie groupoid.

Proof. We first prove that $G^{(m)}$ is a manifold, by showing that it is open in $G \times_t G \times_t \cdots \times_t G$. We do this by induction: clearly $G^{(0)} = M$ is open in $M$, $G^{(1)} = G$ is
open in $G$, and $G^{(2)} = \mathcal{U}$ is open in $G_s \times_t G$. Now if $G^{(n)}$ is open in $G_s \times_t \ldots \times_t G$ (n copies), then we see that

$$G^{(n+1)} = \bigcap_i d^{-1}_i(G^{(n)})$$

is a finite intersection of open subsets of $\mathcal{U} \times_G \ldots \times_G \mathcal{U}$ (n − 1 copies), and therefore an open subset of $G_s \times_t \ldots \times_t G$. Moreover, because multiplication is assumed to be a submersion, all the face maps are submersions. The nerve is therefore a simplicial manifold.

The (differential versions \cite{8} of the) Kan conditions hold for $G^{(2)}$ if and only if $G^{(2)} = G_s \times_t G$ and inversion has domain $G$. This already shows that $\{G^{(m)}\}$ is Kan if and only if $G$ is a Lie groupoid (for more details see \cite{8,17}).

\[\square\]

2.4. Connectedness and bi-regularity for local Lie groupoids. Most of the material in this section is an adaptation of material in \cite{12} to the groupoid case.

We write $T_s G$ for the kernel of the map $d_s : T \rightarrow TM$, and $T_t G$ for the kernel of $dt : T \rightarrow TM$.

**Definition 2.11.** Let $G$ be a local Lie groupoid and fix $g \in G$. We say that $G$ is right-regular at $g$ if right multiplication by $g$ induces an isomorphism $dR_g : T^*_h G \rightarrow T^*_g G$ for every $h$ such that $(h, g) \in \mathcal{U}$. We say that $G$ is left-regular at $g$ if left multiplication by $g$ induces an isomorphism $dL_g : T^*_h G \rightarrow T^*_g G$ for every $h$ such that $(g, h) \in \mathcal{U}$. We say that $G$ is bi-regular at $g$ if it is both left-regular and right-regular at $g$. The local groupoid $G$ is called bi-regular if it is bi-regular at all $g \in G$.

For example, the groupoid $\mathbb{R}_{\infty}$ is bi-regular at all points except $\infty$. Another peculiarity of the element $\infty$ is that it is not invertible. Note, however, that an element may fail to be invertible, while still being expressible as a product of invertible elements. For that reason we introduce the following.

**Definition 2.12.** An element $g$ of a local Lie groupoid is called inversional if it can be written as a well-defined product of invertible elements. A local Lie groupoid is called inversional if all of its elements are inversional.

Every Lie groupoid is obviously inversional and every local groupoid has a shrinking which is inversional. The example of $\mathbb{R}_{\infty}$ shows that a local groupoid may not have a restriction which is inversional. Also, restricting a local groupoid can change it from inversional to not inversional.

**Example 2.13.** Consider the Lie group $\mathbb{R} \times \mathbb{Z}$ as a local Lie groupoid (with the usual addition). If we restrict its inversion map to a domain $\mathcal{V}'$, the resulting local Lie groupoid is inversional precisely if $\{n \in \mathbb{Z} \mid \mathbb{R} \times \{n\} \cap \mathcal{V}' \neq \emptyset\} \subset \mathbb{Z}$ generates $\mathbb{Z}$.

Let us turn now to connectedness of local Lie groupoids. There are several notions that will play a role in what follows. First, we have the following obvious concepts that already play an important role for Lie groupoids.

**Definition 2.14.** We say that a local Lie groupoid is source-connected (or $s$-connected) if all of its source fibers are connected. We say that a local Lie groupoid is target-connected (or $t$-connected) if all of its target fibers are connected.
In [12], the notion of connectedness of a local Lie group requires that every neighborhood of the unit generates the local group. We have an analogous notion for groupoids. First we have the following.

**Definition 2.15.** Let $U$ be a neighborhood of $M$ in $G$. We say that $U$ generates $G$ if every element of $G$ can be written as a well-defined product of elements in $U$.

The following stronger version of connectedness will play a crucial role.

**Definition 2.16.** A local Lie groupoid $G$ over $M$ is strongly connected if

(a) $M$ is connected;
(b) the domains $U$ and $V$ of the multiplication and inversion maps are connected;
(c) the set \(\{(g,h) \in U \mid s(g) = t(h) = x\}\) is connected for all $x \in M$;
(d) $G$ is $s$-connected and $t$-connected, and
(e) $G$ is bi-regular.

In the case of a local Lie group, condition (a) is automatic, (c) follows from (b), and (d) amounts to connectedness of the manifold $G$.

We have the following result which implies, in particular, that a strongly connected local Lie groupoid is inversional.

**Proposition 2.17.** If $G$ is right-regular and $s$-connected, then any neighborhood of $M$ generates $G$. If $G$ is left-regular and $t$-connected, the same conclusion holds.

**Proof.** We will discuss the case where $G$ is right-regular and $s$-connected. The other case is analogous. Let $U$ be a neighborhood of $M$ in $G$. Pick an element $x \in M$. We will show that the set

\[ S = \{g \in s^{-1}(x) \mid g \text{ can be written as a product of elements in } U\} \]

is both open and closed in $s^{-1}(x)$ (and therefore, by $s$-connectedness, it is the entire source fiber). This suffices to prove the result.

By right-regularity of $G$, it is clear that $S$ is open. Pick $g \in \partial S$. We will show that $g \in S$. There is a neighborhood $V$ of $t(g)$ in $s^{-1}(t(g))$, consisting of invertible elements, contained in $U$, such that for all $h \in V$ we have

\[(h,g) \in U \quad \text{and} \quad (h^{-1},hg) \in U.\]

By right-regularity of $G$, the set \(\{hg \mid h \in V\}\) is a neighborhood of $g$ in $s^{-1}(x)$, and so contains an element of $S$. Pick such an element $k \in S$. Then $k = hg$ for some $h \in V$, and by our choice of $V$, the product $g = h^{-1}k$ is defined. But since $k$ can be written as a product of elements of $U$, this last equation shows that $g$ also can.

The following lemma shows that, in some sense, little information is lost by restricting a strongly connected local Lie groupoid.

**Lemma 2.18.** Suppose that we have two strongly connected $3$- associative local Lie groupoids structures on $G$ over $M$, with the same source, target, and unit maps, and the same domains for multiplication and inversion for $j \in \{1,2\}$. If the two structures have a common restriction, i.e., there are neighborhoods $U' \subset U \subset M \times M$ and $V' \subset V \subset M$ such that $m_1|_{U'} = m_2|_{U'}$ and $i_1|_{V'} = i_2|_{V'}$, then $m_1 = m_2$ and $i_1 = i_2$. 
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Let us first show that the multiplication maps agree. Pick a point \( x \in M \). Let \( F = \{(g, h) \in U \mid s(g) = t(h) = x\} \). We will show that \( m_1 \mid F = m_2 \mid F \). Since \( x \) was arbitrary, this will prove that \( m_1 = m_2 \). By strong connectedness of \( G \), the set \( F \) is connected, and we argue that the set

\[
F' = \{(g, h) \in F \mid m_1(g, h) = m_2(g, h)\}
\]

is open and closed (so that it is all of \( F \)). Closedness of \( F' \) is obvious, so we just have to show that \( F' \) is open.

Pick \((g, h)\in F'\). Let us write \( gh \) for \( m_1(g, h) = m_2(g, h) \). Let \( N_h \) be a compact neighborhood of \( s(h) \) in \( t^{-1}(s(h)) \), small enough such that for all \( \bar{h} \in N_h \) we have

- \((h, \bar{h})\in U'\) (so that we can write \( h\bar{h} \) without ambiguity),
- \((g, h\bar{h})\in U',\)
- \((gh, \bar{h})\in U'.\)

Then

\[
m_1(g, h\bar{h}) = m_1(gh, \bar{h}) = m_2(gh, \bar{h}) = m_2(g, h\bar{h}),
\]

showing that \((g, h\bar{h})\in F'\) (so that we can write \( gh\bar{h} \) without ambiguity). Now let \( N_g \) be a neighborhood of \( t(g) \) in \( s^{-1}(t(g)) \) small enough such that for all \( \bar{h} \in N_h \) and \( \bar{g} \in N_g \) we have

- \((\bar{g}, g)\in U'\) (so that we can write \( \bar{g}g = m_1(\bar{g}, g) = m_2(\bar{g}, g) \)),
- \((\bar{g}, gh\bar{h})\in U',\)
- \((\bar{g}g, h\bar{h})\in U'.\)

Then

\[
m_1(\bar{g}g, h\bar{h}) = m_1(\bar{g}, gh\bar{h}) = m_2(\bar{g}, gh\bar{h}) = m_2(\bar{g}g, h\bar{h}),
\]

showing that \((\bar{g}g, h\bar{h})\in F'\). But by bi-regularity of \( m_1 \) and \( m_2 \), elements of the form \((\bar{g}g, h\bar{h})\) form a neighborhood of \((g, h)\) in \( F \). This shows that \( F' \) is open, and therefore that the multiplications agree. By uniqueness of inverses, the inversion maps also agree. \(\square\)

There is one more type of connectedness that we will need.

**Definition 2.19.** We say that a local Lie groupoid \( G \) has products connected to the axes if for every \((g, h)\in U\), there is either a path \( \gamma \) from \( t(h) \) to \( g \) in \( G \) such that \((\gamma(\tau), h)\in U\) for all \( \tau \), or there is a path \( \gamma \) from \( s(g) \) to \( h \) in \( G \) such that \((g, \gamma(\tau))\in U\) for all \( \tau \).

Note that every local Lie groupoid has a restriction with products connected to the axes. The most important consequence of this assumption is stated in the following proposition, which will be needed later. In particular, it shows that this property together with bi-regularity implies that the groupoid is inversive.

**Proposition 2.20.** Let \( G \) be a bi-regular local Lie groupoid with products connected to axes. For any \((g, h)\in U\) there are either invertible elements \( a_1, \ldots, a_l \in G \) such that

\[
(1) \quad g = a_l \cdots (a_2 a_1) \quad \text{and} \quad h = a_l^{-1} \cdots (a_2^{-1} (gh)),
\]

or invertible elements \( b_1, \ldots, b_m \in G \) such that

\[
(2) \quad h = (b_m b_{m-1}) \cdots b_1 \quad \text{and} \quad g = ((gh) b_m^{-1}) \cdots b_1^{-1}.
\]
Proof. Because $G$ has products connected to the axes, there is either a curve in $G$ from $t(h)$ to $g$ in $s^{-1}(t(h))$ that can be right-translated by $h$, or a curve from $s(g)$ to $h$ in $t^{-1}(s(g))$ that can be left-translated by $g$. We will assume the former, and show that there are invertible elements $a_1, \ldots, a_l \in G$ such that (1) holds. If one assumes the latter, then an entirely similar argument will show that (2) holds.

Let $\gamma$ be such a curve in $s^{-1}(t(h))$ from $t(h)$ to $g$ and let $\gamma'$ be the curve obtained from $\gamma$ by right-translating by $h$. Let $T \subset [0,1]$ be the set of all $\tau \in [0,1]$ such that there is a sequence $a_1, \ldots, a_l \in G$ such that

$$\gamma(\tau) = a_l(\cdots(a_1(s(g))))$$

and

$$h = a_l^{-1}(\cdots(a_1^{-1}(\gamma'((\tau))))))$$

are defined and true. We claim that $T = [0,1]$. We will prove this by showing that $T \subset [0,1]$ is both open and closed (clearly it is non-empty, because $0 \in T$).

We first prove that $T$ is open. Pick $\tau_0 \in T$. Let $a_1, \ldots, a_l$ be a sequence such that $\gamma(\tau_0) = a_l(\cdots(a_1(s(g))))$ and $h = a_l^{-1}(\cdots(a_1^{-1}(\gamma'(\tau_0))))$. Now $t(\gamma(\tau_0))$ has a neighborhood in $s^{-1}(t(\gamma(\tau_0)))$ of invertible elements such that for every $g$ in this neighborhood we have

$$(g, \gamma(\tau_0)) \in U \quad \text{and} \quad (g^{-1}, \gamma'(\tau_0)) \in U.$$  

Then by bi-regularity of $G$, for all $\tau$ close enough to $\tau_0$ we can write

$$\gamma(\tau) = g\gamma(\tau_0) = g(a_l(\cdots(a_1(s(g))))$$

and

$$h = a_l^{-1}(\cdots(a_1^{-1}(g^{-1}(\gamma'(\tau))))).$$

This shows that $T$ is open.

We now show that $T$ is closed. Pick $\tau_0 \in \partial T$. Now $t(\gamma(\tau_0))$ has a neighborhood in $t^{-1}(t(\gamma(\tau_0)))$ of invertible elements such that for every $g$ in this neighborhood we have

$$(g^{-1}, \gamma'(\tau_0)) \in U \quad \text{and} \quad (g^{-1}, \gamma(\tau_0)) \in U \quad \text{and} \quad (g, g^{-1}\gamma(\tau_0)) \in U.$$  

Using bi-regularity of $G$ and picking $\tau \in T$ sufficiently close to $\tau_0$ we can find a $g$ in this neighborhood such that $\gamma(\tau) = g^{-1}\gamma(\tau_0)$. If $a_1, \ldots, a_l$ are such that

$$\gamma(\tau) = a_l(\cdots(a_1(s(g))))$$

and

$$h = a_l^{-1}(\cdots(a_1^{-1}(\gamma'(\tau))))),$$

then

$$\gamma(\tau_0) = g(a_l(\cdots(a_1(s(g))))$$

and

$$h = a_l^{-1}(\cdots(a_1^{-1}(g^{-1}(\gamma'(\tau_0))))).$$

This shows that $\tau_0 \in T$, proving that $T$ is closed.

We have proved that $1 \in T$, so we can find a sequence $a_1, \ldots, a_l$ such that

$$g = a_l(\cdots(a_1(s(g)))) = a_l(\cdots(a_2 a_1))$$

and

$$h = a_l^{-1}(\cdots(a_1^{-1}(\gamma'(1)))) = a_l^{-1}(\cdots(a_1^{-1}(gh))).$$

$\square$
2.5. The Lie algebroid of a local Lie groupoid. The construction of the Lie algebroid of a local Lie groupoid follows the same pattern as for a Lie groupoid, but there are a few subtleties related to left-invariant and right-invariant vector fields that are relevant for us.

Given a local Lie groupoid $G$ over $M$, just like for a Lie groupoid, we consider the vector bundle $A = T^*_sM G$ over $M$ and define the anchor $\rho : A \to TM$ to be $\rho := dt|_A$. Given a section $\alpha \in \Gamma(A)$, we associate to it the vector field $\tilde{\alpha}$ on $G$ given by:

$$\tilde{\alpha}_g = dt(g) R_g(\alpha_{t(g)}),$$

where $R_g$ denotes right-translation by $g$. This is well-defined since $R_g$ is a smooth map from a neighborhood of $t(g)$ in the source fiber $s^{-1}(t(g))$ to a neighborhood of $g$ in the source fiber $s^{-1}(s(g))$.

One may wonder if the vector field $\tilde{\alpha}$ is right-invariant. We will say that a vector field $X \in \mathfrak{X}(G)$ is right-invariant if it is tangent to the source fibers and:

$$dR_h(X_g) = X_{gh} \quad \forall (g, h) \in U.$$ 

Clearly, a right-invariant vector field $X$ is of the form $\tilde{\alpha}$, where $\alpha = X|_M \in \Gamma(A)$. The converse holds for a right-regular local Lie groupoid $G$, and we have the following.

**Lemma 2.21.** Let $G$ be a right-regular local Lie groupoid. There is a one-to-one correspondence between right-invariant vector fields in $G$ and sections of $A$ given by:

$$\mathfrak{X}_{\text{R-inv}}(G) \to \Gamma(A), \quad X \mapsto X|_M.$$ 

The inverse associates to $\alpha \in \Gamma(A)$ the vector field $\tilde{\alpha} \in \mathfrak{X}_{\text{R-inv}}(G)$.

**Proof.** All we have to show is that for any section $\alpha \in \Gamma(A)$ the vector field $\tilde{\alpha}$ is right-invariant. For a right-regular local Lie groupoid this follows from associativity in the usual way. $\square$

The Lie bracket of right-invariant vector fields is clearly a right-invariant vector field. Hence, if $G$ is a right-regular local Lie groupoid we have an induced Lie bracket $[\ , \ ]$ on the space of sections $\Gamma(A)$ and the triple $(A, \rho, [\ , \ ])$ is easily seen to be a Lie algebroid. Observing that any local Lie groupoid $G$ has a shrinking to a right-regular local Lie groupoid $G'$, we define as follows.

**Definition 2.22.** The Lie algebroid of a local Lie groupoid $G$ is the Lie algebroid $(A, \rho, [\ , \ ])$ of any right-regular shrinking of $G$.

Obviously, all this discussion is valid by replacing “right” by “left” everywhere. For bi-regular local Lie groupoids there is one-to-one correspondence between left-invariant and right-invariant vector fields. Moreover, every local Lie groupoid admits a bi-regular shrinking.

2.6. The Maurer-Cartan form of a local Lie groupoid. For a bi-regular local Lie groupoid, one can define the Maurer-Cartan form much the same way as one does in the case of a Lie groupoid (for the latter see, e.g., [6]).
First of all, since we have chosen to define the Lie algebroid of a local Lie groupoid using $s$-fibers and right-invariant vector fields, a right-invariant $k$-form on local Lie groupoid $G$ is an $s$-foliated $k$-form satisfying

$$(R_g)^*\omega = \omega \quad \forall g \in G,$$

whenever this makes sense. More generally, given a vector bundle $E \to M$, a right-invariant $k$-form on $G$ with values in $E$ is given by a bundle map

$$\wedge^k T^s G \xrightarrow{\omega} E$$

$$G \xrightarrow{t} M$$

which, for any pair $(g, h) \in U$, satisfies the invariance condition:

$$\omega(dR_g \cdot v_1, \ldots, dR_g \cdot v_k) = \omega(v_1, \ldots, v_k), \quad v_1, \ldots, v_k \in T^s_h G$$

(note that both sides are elements of $E_{t(g)}$). The usual right-invariant forms correspond to the case where $E = M \times \mathbb{R} \to M$ is the trivial line bundle.

A right-invariant $k$-form $\omega$ on $G$ with values in a vector bundle $E$ determines an $A$-differential form with values in $E$:

$$\omega|_M \in \Omega^k(A; E).$$

For a right-regular local Lie groupoid the assignment $\omega \mapsto \omega|_M$ establishes a bijection between right-invariant forms on $G$ with values in $E$ and $A$-differential forms with values in $E$.

For a bi-regular local Lie groupoid we define its (right) Maurer-Cartan form $\omega_{MC}$ to be the unique right-invariant 1-form on $G$ with values in the Lie algebroid $A$, whose values along the unit section is the identity map $A \to A$. Explicitly, the Maurer-Cartan form is given by:

$$\omega_{MC} : T^s G \to A, \quad v \mapsto (d_{t(g)} R_g)^{-1}(v).$$

The left Maurer-Cartan form is defined analogously. If $G$ is not bi-regular, we can consider the restriction of $G$ to a bi-regular local Lie groupoid and define the Maurer-Cartan form of $G$ to be the one of the restriction.

The Maurer-Cartan form satisfies a version of the Maurer-Cartan equation for Lie groupoids/algebroids which reads:

$$d\nabla \omega_{MC} + \frac{1}{2} [\omega_{MC}, \omega_{MC}] = 0.$$
Our next result is well known in the case of Lie algebras and (local) Lie groups (see, e.g., Theorem 8.7 and Remark 8.8 in [13]). However, in the case of Lie algebroids and groupoids we do not know of any reference in the literature (but see the discussion in [6] concerning the universal property of the Maurer-Cartan form of a Lie groupoid).

**Theorem 2.23.** Let $G$ and $M$ be manifolds, let $s, t : G \to M$ be submersions with 1-connected fibers, and let $u : M \to G$ be a section of both $s$ and $t$. Assume also that $A := T^*_M G$ is an integrable Lie algebroid with anchor $\rho := dt|_A$ and one is given a Lie algebroid morphism:

\[
\begin{array}{ccc}
T^*G & \xrightarrow{\omega} & A \\
\downarrow & & \downarrow \\
G & \xrightarrow{t} & M
\end{array}
\]

which is a fiberwise isomorphism with values along $M$ the identity $A \to A$. Then there is a bi-regular local Lie groupoid structure on $G$ with structure maps $s, t, u$ for which the Maurer-Cartan form is $\omega$, unique up to restriction.

**Remark 2.24.** The proof below shows that the local groupoid whose existence is stated in the theorem, in general, will have domain of inversion $V$ a strict subset of $G$. This is one of the reasons that in the definition of a local Lie groupoid we do not require the domain of inversion to be all of $G$. Also, the groupoid constructed in the proof is not, in general, 3-associative (this will be clear in Example [3.2]. However, as we observed before, it has a restriction which is 3-associative.

**Proof.** The Lie algebroid $T^*G$ is integrable and has source 1-connected integration $\Pi_1(s)$, the monodromy groupoid of the $s$-foliation of $G$. Since we assume the $s$-fibers to be 1-connected, this groupoid coincides with the submersion groupoid of $s : G \to M$:

\[
\Pi_1(s) = G \times_s G \rightrightarrows G.
\]

We denote by $\overline{s} = \text{pr}_2$ and $\overline{t} = \text{pr}_1$ the source and target maps of $G \times_s G$.

The Lie algebroid morphism $\omega : T^*G \to A$ integrates to a Lie groupoid morphism

\[
\begin{array}{ccc}
G \times_s G & \xrightarrow{\Phi} & \mathcal{G}(A) \\
\downarrow & & \downarrow \\
G & \xrightarrow{t} & M
\end{array}
\]

where $\mathcal{G}(A)$ is the source 1-connected integration of $A$. Explicitly, the map $\Phi$ takes a pair $(g_1, g_2)$ to the $A$-homotopy class $[a] \in \mathcal{G}(A)$, with $a$ the $A$-path $a(t) = \omega(\gamma'(t))$, for any choice of path $\gamma : I \to G$ in the $s$-fiber connecting $g_1$ to $g_2$.

We claim that $\Phi$ is a submersion. Indeed, its restriction to the units is $t$, which is a submersion onto the unit section of $\mathcal{G}(A)$, and its restriction to the tangent to the source fibers along $G$ is $\omega$, which is an isomorphism onto $A$, the tangent to the source fibers of $\mathcal{G}(A)$. This shows that $\Phi$ is a submersion in a neighborhood of the unit section, but since it is a groupoid morphism it is a submersion everywhere.

Consider now the embedding:

\[
G \hookrightarrow G \times_s G, \quad g \mapsto (g, s(g)).
\]
Composing this embedding with $\Phi$, we obtain an étale map denoted by the same letter, $\Phi : G \to G(A)$, which commutes with the unit maps $M \to G$ and $M \to G(A)$, and makes the following diagram commute:

$$
\begin{array}{ccc}
G & \xrightarrow{\Phi} & G(A) \\
\downarrow{s} & & \downarrow{t} \\
M & \xrightarrow{id} & M.
\end{array}
$$

Next we define a (local) multiplication on $G$ which makes $\Phi$ a morphism of local Lie groupoids. Let $M \subset V \subset V' \subset G$ be open sets such that the restriction $\Phi|_V : V' \to G$ is an embedding, $\Phi(V)$ is invariant under inversion, and the product of elements in $\Phi(V)$ belongs to $\Phi(V')$. Also we choose a Riemannian metric on $G$ and we can shrink $V$ further so that for each $x \in M$ we have:

(a) $V \cap s^{-1}(x)$ is a convex neighborhood of $x$ for the induced metric on $s^{-1}(x)$;

(b) $V \cap t^{-1}(x)$ is a convex neighborhood of $x$ for the induced metric on $t^{-1}(x)$.

If $g \in V$ we define its inverse to be $g^{-1} = \Phi^{-1}(\Phi(g)^{-1})$. We define multiplication in an open subset of $(G_{st} \times G) \cup (V_{st} \times G)$ containing $(G_{s,t} \times M) \cup (M_{s,t} \times G)$ as follows: if $(g, h) \in G_{s,t} \times U$ let $\gamma_h(t)$ be the geodesic in the $t$-fiber connecting $t(h)$ to $h$. The product $gh$ is defined provided the curve $\Phi(g(\gamma_h(t)))$ belongs to the image of $\Phi$ and its $\Phi$-lift exists, in which case $gh$ is the endpoint of this lift. One similarly defines the product on some open subset of $V_{s,t} \times G$. If $(g, h) \in V_{s,t} \times V$ the two definitions are compatible, since then $\Phi(g(\gamma_h(t))) \in \Phi(V')$ and $\Phi|_V$ is an embedding.

This gives a structure of local Lie groupoid to $G$ making $\Phi : G \to G(A)$ a local Lie groupoid morphism. Since $\Phi$ is étale, this implies that $G$ is bi-regular with Lie algebroid $A$ and its Maurer-Cartan form is the given 1-form.

\[ \square \]

3. NON-GLOBALIZABLE LOCAL LIE GROUPOIDS

Before we discuss Mal’cev’s theorem, we look at some examples of local Lie groupoids where associativity fails to some degree. Such groupoids are not globalizable in the following sense (the term “enlargeable” is also used in the literature).

**Definition 3.1.** A local Lie groupoid is called *globalizable* if it is a restriction of an open neighborhood of the unit section in a Lie groupoid.

Even if we consider only local Lie groups, there are examples where 3-associativity fails, and which therefore are not globalizable.

**Example 3.2** (Failure of 3-associativity [12]). Let $X$ be the plane $\mathbb{R}^2$, with a small ball centered at $(1, 0)$ taken out. Let $G$ be the universal cover of $X$. Let $\tilde{0} \in G$ (the unit in $G$) be a preimage of $0 \in X$ under the projection. Let $B \subset X$ be the open ball of radius $\frac{3}{4}$ centered at 0, and let $\tilde{B}$ be the ball above $B$ containing $\tilde{0}$.

The multiplication will be defined on a subset of $G \times \tilde{B} \cup \tilde{B} \times G$. Let $(\tilde{g}, \tilde{h}) \in G \times \tilde{B}$, and write $g$ and $h$ for the projections to $X$. The product $\tilde{g}\tilde{h}$ will be defined if the line segment from $g$ to $g + h$ lies entirely in $X$, in which case the product $\tilde{g}\tilde{h}$ is the endpoint of the lift of this line segment, starting at $\tilde{g}$. Similarly, if $(\tilde{g}, \tilde{h}) \in \tilde{B} \times G$, the product is the endpoint of the lift of the line segment from $h$ to $g + h$, starting at $\tilde{h}$ (if that segment lies entirely in $X$). Inverses are defined in the obvious way.

This local Lie group is locally associative but not 3-associative. By picking $a, b, c \in \tilde{B}$ appropriately, one can have $(ab)c \neq a(bc)$ as illustrated in Figure 1.
Notice that we can view this example as a special case of the construction furnished in the proof of Theorem 2.23, where the Lie algebroid $A$ is just the abelian 2-dimensional Lie algebra. Hence, the local groupoid obtained there is, in general, not 3-associative. The resulting group(oid)s always have a restriction that is 3-associative, however.

We now turn to examples of local groupoids which are not globalizable. Besides the failure of associativity, there is another obvious obstruction to globalizability of a local Lie groupoid $G$: the underlying Lie algebroid must be integrable. One of our main aims will be to relate these two obstructions. Still, the examples in this section have underlying Lie algebroids which are integrable. In fact, they will all be local Lie groupoids integrating the so-called pre-quantum Lie algebroid $A_\omega$ of a closed 2-form $\omega \in \Omega^2(M)$ (see [5, Example 2.26]).

As a bundle, $A_\omega = TM \oplus \mathbb{R}$. The anchor is the projection to the first summand and the Lie bracket is given by

$\left[\left(X,f\right),\left(X,g\right)\right] = \left([X,Y],\mathcal{L}_X(g) - \mathcal{L}_Y(f) + \omega(X,Y)\right)$. 

The integrability of $A_\omega$ is controlled by the group of spherical periods of $\omega$:

$\mathcal{N} = \left\{ \int_\eta \omega \mid [\eta] \in \pi_2(M) \right\} \subset \mathbb{R}$.

It follows from the general integrability criteria that this algebroid is integrable if and only if $\mathcal{N} \subset \mathbb{R}$ is a discrete subgroup (see [5, example 3.1]). In the examples below we consider the case where $M = S^2$, equipped with its usual area form $\omega$ of total area $4\pi$, so $A_\omega$ is integrable.

**Example 3.3** (The source 1-connected integration). Let us describe the global source 1-connected Lie groupoid integrating $A_\omega$. We will write $A$ for the map that calculates the area enclosed by a loop:

$A : \Omega(S^2) \to \mathbb{R}/4\pi\mathbb{Z}, \quad \gamma \mapsto \int_{\Gamma} \omega$. 

\begin{figure}[h]
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\caption{A local Lie group $G$ that is not 3-associative. $G$ is the universal cover (shown on top) of the plane with a disk removed (shown at the bottom). Starting at the unit $\hat{0}$, we can evaluate a triple product in two different ways, ending up over the same point of the plane, but on different sheets.}
\end{figure}
where $\gamma : [0, 1] \to S^2$ is a loop and $\Gamma : [0, 1] \times [0, 1] \to S^2$ is any homotopy contracting $\gamma$ to the trivial loop at $\gamma(0) = \gamma(1)$. Note that this area is well-defined up to $4\pi$, because any two such homotopies will have areas differing by an element $\int_\eta \omega \in 4\pi \mathbb{Z}$ where $[\eta] \in \pi_2(S^2)$.

Now, we set
$$P = \{\text{piecewise smooth paths in } S^2\} \times \mathbb{R}/4\pi \mathbb{Z},$$
and we define an equivalence relation $\sim$ in $P$ by letting
$$(\gamma_1, a_1) \sim (\gamma_2, a_2) \text{ if } \begin{cases} \gamma_1(0) = \gamma_2(0), \\ \gamma_1(1) = \gamma_2(1), \text{ and} \\ a_2 = a_1 + A(\gamma_2^{-1} \cdot \gamma_1). \end{cases}$$

Here $\cdot$ represents concatenation of paths and $\gamma_2^{-1}$ denotes the reverse of $\gamma_2$. Then $G = P/\sim$ is a smooth manifold of dimension 5.

We think of an equivalence class $[(\gamma, a)]$ as an arrow from $\gamma(0)$ to $\gamma(1)$, so we obtain a groupoid
$$G \Rightarrow S^2$$
with multiplication
$$[\gamma_1, a_1][\gamma_2, a_2] = [\gamma_1 \cdot \gamma_2, a_1 + a_2].$$
One checks that the $s$-fibers of $G$ are diffeomorphic to $S^3$ so that $G \simeq G(A_\omega)$, the source 1-connected Lie groupoid with Lie algebroid $A_\omega$.

Our next example is just an open subset of the previous Lie groupoid. But it admits an alternative, more geometric, description.

**Example 3.4** (A globalizable local Lie groupoid). Let us denote by $G' \subset G$ the open subset consisting of arrows $[(\gamma, a)]$ whose source and target are not antipodal: $\gamma(0) \neq -\gamma(1)$. This is, of course, a (globalizable) local Lie groupoid.

Each element of $G'$ has a unique representative whose path is a geodesic for the usual round metric. Hence, if we represent each $G'$ by its geodesic representative, we can write down this local Lie groupoid explicitly as
$$G' = \{ (y, x, a) \in S^2 \times S^2 \times \mathbb{R}/4\pi \mathbb{Z} \mid x + y \neq 0 \}.$$
The multiplication of $(z, y, a), (y, x, a') \in G'$ is then defined whenever $x + z \neq 0$, and is given by
$$(z, y, a) \cdot (y, x, a') = (z, x, a + a' + A(\Delta xyz)),$$
where $A(\Delta xyz) \in \mathbb{R}/4\pi$ is the signed area of the spherical triangle $\Delta xyz$.

In this notation the inclusion of $G'$ in $G$, establishing its globalizability, becomes:
$$G' \hookrightarrow G : (y, x, a) \mapsto [\text{geodesic from } x \text{ to } y, a].$$

By introducing a slight variation, we can make the previous local Lie groupoid non-globalizable.

**Example 3.5** (A non-globalizable local Lie groupoid). We now define a local Lie groupoid $G''$ over $S^2$, similar to $G'$ in the previous example, but we will no longer quotient out the areas by $4\pi$:
$$G'' = \{ (x, y, a) \in S^2 \times S^2 \times \mathbb{R} \mid x + y \neq 0 \}.$$
Figure 2. Demonstrating the lack of 6-associativity. The tetrahedron is inscribed in a sphere, and the even-numbered points are midpoints of the edges they lie on.

We will define the multiplication of \((z, y, a)\) and \((y, x, a')\) only if \(x + z \neq 0\) and \(-\pi < A(\Delta xyz) < \pi\). In that case, it is defined as above, by the formula

\[
(z, y, a) \cdot (y, x, a') = (z, x, a + a' + A(\Delta xyz)).
\]

This local Lie groupoid is still 3-associative: if \((z, y, a_1), (y, x, a_2), (x, w, a_3) \in G''\), and we assume the products are defined, then

\[
((z, y, a_1) \cdot (y, x, a_2)) \cdot (x, w, a_3) = (z, w, a_1 + a_2 + a_3 + A(\Delta xyz) + A(\Delta wxz)),
\]

\[
(z, y, a_1) \cdot ((y, x, a_2) \cdot (x, w, a_3)) = (z, w, a_1 + a_2 + a_3 + A(\Delta wxy) + A(\Delta wyz)),
\]

where

\[
A(\Delta xyz) + A(\Delta wxz) = A(\Delta wxy) + A(\Delta wyz) \pmod{4\pi},
\]

because both sides equal the area of the quadrangle \(wxyz\) (which is defined up to \(4\pi\)). Since we have restricted the areas to be in \((-\pi, \pi)\), this implies

\[
A(\Delta xyz) + A(\Delta wxz) = A(\Delta wxy) + A(\Delta wyz),
\]

proving 3-associativity.

This local Lie groupoid is not globally associative. Consider Figure 2 which shows a regular tetrahedron inscribed in \(S^2\). Let \(x_j \in S^2\) be the normalization of the \(j\)th marked point in the picture (i.e., the radial projection of the point to the circumscribed sphere). Let

\[
A = (x_2, x_1, 0), \quad D = (x_5, x_4, 0),
\]

\[
B = (x_3, x_2, 0), \quad E = (x_6, x_5, 0),
\]

\[
C = (x_4, x_3, 0), \quad F = (x_7, x_6, 0).
\]

Then

\[
(x_7, x_1, 2\pi) = F(E((D(CB))A)) \neq ((F((ED)(C))B)A = (x_7, x_1, -2\pi).
\]

Of course, global associativity is necessary for globalizability. Our groupoid \(G''\) is therefore not globalizable. Note, however, that there is a neighborhood of the unit section in \(G''\) that is globalizable: if \(G''' = \{(y, x, a) \in G'' \mid -2\pi < a < 2\pi\}\), then \(G'''\) is globalizable and in fact isomorphic to an open part of \(G'\) and hence of \(G\). It also follows that the Lie algebroid of \(G''\) is still \(A_\omega\).
4. Mal’cev’s theorem for local Lie groupoids

In this section, we prove Mal’cev’s theorem for local Lie groupoids. It states that global associativity is the only obstruction for globalizability under the appropriate connectedness assumptions.

Theorem 4.1 (Mal’cev’s theorem for local Lie groupoids). A strongly connected local Lie groupoid is globalizable if and only if it is globally associative.

Our proof will be analogous to the proof for local groups (cf. [12,16]). A little bit of extra effort is required in proving smoothness of the constructed groupoid. The main technical ingredient in the proof is the associative completion $\mathcal{AC}(G)$ of a local Lie groupoid $G$, which we will now study in detail.

4.1. Associative completions. In this section, we review a construction that associates to a local groupoid a global groupoid. In the case of local groups this construction is well known (see, e.g., [16]). For groupoids, it appears in [1, appendix A], where it is called the formal completion of the local groupoid (and it is used only for globally associative structures).

We will call this construction the associative completion of the local groupoid, to highlight that it has the effect of

- making the structure globally associative,
- globalizing the structure to a (global) groupoid, so that the multiplication is complete.

Further justification is provided by the universal property satisfied by the associative completion (see Proposition 4.4).

Suppose that $G$ is a local groupoid. A word $(w_1,\ldots,w_n) \in G^n$ is called well-formed if $s(w_i) = t(w_{i+1})$ for all $i \in \{1,\ldots,n-1\}$. Let us denote the set of all well-formed words on $G$ by:

$$W(G) = \bigsqcup_{n \geq 1} G \times_t G \times_t \cdots \times_t G,$$

Note that if $G$ happens to be an open part of a global Lie groupoid, then a groupoid globalizing it may be obtained as a quotient of $W(G)$ by an appropriate equivalence relation, as follows.

Definition 4.2. If $w = (w_1,\ldots,w_k,w_{k+1},\ldots,w_n) \in W(G)$ is a well-formed word and $(w_k,w_{k+1}) \in U$, we will say that the word

$$w' = (w_1,\ldots,w_kw_{k+1},\ldots,w_n)$$

is obtained from $w$ by contraction and that $w$ is obtained from $w'$ by expansion. If two words are related by an expansion/contraction, we will say that they are elementarily equivalent. We denote by $\sim$ the equivalence relation on $W(G)$ generated by elementary equivalences. We will also write $w' \leq w$ if there is a sequence of expansions starting at $w'$ and ending at $w$ ($\leq$ is a partial order relation on $W(G)$).

Definition 4.3. If $G$ is a local groupoid, then

$$\mathcal{AC}(G) = W(G)/\sim$$

is called the associative completion of $G$. The completion map $G \to \mathcal{AC}(G)$ associates to an element $g \in G$ the equivalence class of the word $w = (g)$. 
When $G$ is a local topological groupoid, $W(G)$ is a disjoint union of topological spaces, so it is a topological space. We consider on $\mathcal{AC}(G)$ the quotient topology.

**Proposition 4.4.** If $G$ is an inversional local topological groupoid, then $\mathcal{AC}(G)$ is a topological groupoid and $G \to \mathcal{AC}(G)$ is a morphism of local topological groupoids. Given any morphism $F : G \to H$, where $H$ is a topological groupoid, there exists a unique morphism of topological groupoids $\tilde{F} : \mathcal{AC}(G) \to H$ such that the following diagram commutes:

$$
\begin{array}{ccc}
G & \xrightarrow{F} & H \\
\downarrow & & \downarrow \\
\mathcal{AC}(G) & \xrightarrow{\tilde{F}} & H
\end{array}
$$

**Proof.** The source and target maps of $\mathcal{AC}(G)$ are given by

$$
s([w_1, \ldots, w_n]) = s(w_n) \quad \text{and} \quad t([w_1, \ldots, w_n]) = t(w_1).$$

The multiplication map is juxtaposition. The unit at $x \in M$ is given by $[x]$. It remains to show that $[w_1, \ldots, w_n]$ has an inverse. Because $G$ is inversional, every $w_i$ can be written as a product of invertible elements $w_1^{k_1}, \ldots, w_n^{k_n}$. Then we have

$$
[w_1, \ldots, w_n]^{-1} = [(w_n^{k_n})^{-1}, \ldots, (w_1^{k_1})^{-1}, \ldots, (w_1)_{-1}],
$$

These operations turn $\mathcal{AC}(G)$ into a groupoid.

Next observe that the projection $W(G) \to \mathcal{AC}(G)$ is an open map. This means that if $O \subset W(G)$ is an open set, then its saturation:

$$
\bar{O} := \{ w \in W(G) : \exists w' \in O \text{ such that } w \sim w' \}
$$

is also open and this follows because multiplication is both continuous and an open map. Now we have commutative diagrams:

$$
\begin{array}{ccc}
W(G) & \xrightarrow{s} & M \\
\downarrow & & \downarrow \\
\mathcal{AC}(G) & \xrightarrow{s} & \mathcal{AC}(G)
\end{array} \quad \begin{array}{ccc}
W(G) & \xrightarrow{t} & M \\
\downarrow & & \downarrow \\
\mathcal{AC}(G) & \xrightarrow{t} & \mathcal{AC}(G)
\end{array} \quad \begin{array}{ccc}
W(G) \times \mathcal{AC}(G) & \xrightarrow{m} & W(G) \\
\downarrow & & \downarrow \\
\mathcal{AC}(G) \times \mathcal{AC}(G) & \xrightarrow{m} & \mathcal{AC}(G)
\end{array}
$$

and since $s$, $t$, and $m$ are both open and continuous, it follows that $s$, $t$, and $m$ are also open and continuous. One shows similarly that the unit map and inversion map are continuous, so that $\mathcal{AC}(G)$ is a topological groupoid.

Finally, given a morphism of local topological groupoids $F : G \to H$, where $H$ is a groupoid, we define $\tilde{F} : W(G) \to H$ by:

$$
\tilde{F}(w_1, \ldots, w_n) = F(w_1) \cdots F(w_n).
$$

This is clearly continuous, so induces a continuous map $\tilde{F} : \mathcal{AC}(G) \to H$ such that:

$$
\begin{array}{ccc}
W(G) & \xrightarrow{\tilde{F}} & H \\
\downarrow & & \downarrow \\
\mathcal{AC}(G) & & \mathcal{AC}(G)
\end{array}
$$

It should be clear that $\tilde{F} : \mathcal{AC}(G) \to H$ is the unique map making the diagram in the statement commute. □
If $F : G \to H$ is a morphism of local topological groupoids, there is an obvious map $\mathcal{A}(F) : \mathcal{A}(G) \to \mathcal{A}(H)$, which is a morphism of topological groupoids, and makes the following diagram commutative:

$$
\begin{array}{ccc}
G & \xrightarrow{F} & H \\
\downarrow & & \downarrow \\
\mathcal{A}(G) & \xrightarrow{\mathcal{A}(F)} & \mathcal{A}(H)
\end{array}
$$

Hence, $\mathcal{A}$ is a functor from the category of inversional local topological groupoids to the category of topological groupoids. By the proposition above, it is left-adjoint to the forgetful functor from the category of topological groupoids to the category of inversional local topological groupoids.

### 4.2. Associators

If $G$ is a local Lie groupoid, then $W(G)$ is a disjoint union of manifolds (of different dimensions) and it is natural to wonder if $\mathcal{A}(G)$ inherits a quotient differential structure so that it becomes a Lie groupoid. The answer to this question is intimately related to the properties of the kernel of the map $G \to \mathcal{A}(G)$ (i.e., those elements that are mapped to a unit), which we now study.

The following elements are clearly in this kernel.

**Definition 4.5.** Suppose that $G$ is a local Lie groupoid over $M$ and that $x \in M$. An element $g \in G_x = s^{-1}(x) \cap t^{-1}(x) \subset G$ is called an **associator** at $x$ if there is a word $w = (w_1, \ldots, w_k) \in W(G)$ that can be evaluated to both $x$ and $g$, i.e., such that $(x) \leq w$ and $(g) \leq w$. We write $\operatorname{Assoc}_x(G)$ for the set of all associators at $x$. We write $\operatorname{Assoc}(G)$ for the set of all associators in $G$.

In general the kernel of $G \to \mathcal{A}(G)$ will contain other elements. However, under mild connectedness assumptions, the kernel is made only of associators.

**Proposition 4.6.** Suppose $G$ is a bi-regular local Lie groupoid that has products connected to the axes. For any two words $w_1, w_2 \in W(G)$ one has $w_1 \sim w_2$ if and only if there is $w_3 \in W(G)$ such that $w_1 \leq w_3$ and $w_2 \leq w_3$.

**Proof.** One implication is obvious. To prove the other implication, we show that if $w_1, w_2 \in W(G)$ and $w_1 \sim w_2$, then there is $w_3 \in W(G)$ using induction on the number of elementary equivalences that make up the equivalence $w_1 \sim w_2$.

If $w_1 \sim w_2$ are elementary equivalent, then it is clear that either $w_1 \leq w_2$, so we take $w_3 = w_2$, or $w_2 \leq w_1$, so we take $w_3 = w_1$, and we are done with the first step of the induction.

Assume that we proved the result if two words are connected by $N$ elementary equivalences. Let $w_1 \sim w_2$ through $N + 1$ elementary equivalences. Then we have that $w_1 \sim w'_1$ through $N$ elementary equivalences, and $w'_1 \sim w_2$ is an elementary equivalence. By the induction hypothesis, there is a word $w'_2$ such that $w_1 \leq w'_2$ and $w'_1 \leq w'_2$.

Now there are two cases.

**Case 1 ($w_2 \leq w'_1$).** We can take $w_3 = w'_2$, so we have $w_1 \leq w_3$ and $w_2 \leq w'_1 \leq w_3$. 
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Case 2 \( (w'_1 \leq w_2) \). In this case we can write:

\[
\begin{align*}
w'_1 &= (u_1, \ldots, u_m), \\
w_2 &= (u_1, \ldots, u_i, g, h, u_{i+1}, \ldots, u_m) \quad \text{with} \quad u_i = gh, \\
w'_2 &= v_1 \cdot \ldots \cdot v_m \quad \text{with} \quad (u_j) \leq v_j \quad \text{for} \quad j = 1, \ldots, m,
\end{align*}
\]

where \( u_j \in G, \ v_j \in W(G) \) and the \( \cdot \) means concatenation of words. Now, applying Proposition 2.20, the pair \((g, h)\) either satisfies (1) in that proposition, in which case we set:

\[
w_3 = v_1 \cdot \ldots \cdot v_i \cdot (a_l, \ldots, a_1, a_{i-1}^{-1}, \ldots, a_1^{-1}) \cdot v_i \cdot \ldots \cdot v_m,
\]

or the pair \((g, h)\) satisfies (2) in that proposition, in which case we set:

\[
w_3 = v_1 \cdot \ldots \cdot v_i \cdot (b_l^{-1}, \ldots, b_1^{-1}, b_1, \ldots, b_1) \cdot v_{i+1} \cdot \ldots \cdot v_m.
\]

For example, in the first case, we check that:

\[
\begin{align*}
w_1 &\leq w'_2 = v_1 \cdot \ldots \cdot v_m \\
&\leq v_1 \cdot \ldots \cdot v_{i-1} \cdot (a_l, \ldots, a_1, a_{i-1}^{-1}, \ldots, a_1^{-1}) \cdot v_i \cdot \ldots \cdot v_m = w_3, \\
w_2 &= (u_1, \ldots, u_i, g, h, u_{i+1}, \ldots, u_m) \\
&= (u_1, \ldots, u_i, a_l(\cdots(a_2a_1)), a_{i-1}^{-1}(\cdots(a_1gh)), u_{i+1}, \ldots, u_m) \\
&\leq v_1 \cdot \ldots \cdot v_{i-1} \cdot (a_l, \ldots, a_1, a_{i-1}^{-1}, \ldots, a_1, u_i) \cdot v_{i+1} \cdot \ldots \cdot v_m \\
&\leq v_1 \cdot \ldots \cdot v_{i-1} \cdot (a_l, \ldots, a_1, a_{i-1}^{-1}, \ldots, a_1) \cdot v_i \cdot \ldots \cdot v_m = w_3.
\end{align*}
\]

A similar argument for the second case, shows that \( w_3 \) satisfies \( w_1 \leq w_3 \) and \( w_2 \leq w_3 \), so the proposition holds. \( \square \)

**Corollary 4.7.** For a bi-regular local Lie groupoid \( G \) with products connected to the axes, the kernel of \( G \to \mathcal{AC}(G) \) is precisely \( \text{Assoc}(G) \).

The product of two associators (if defined) is again an associator. In fact, \( \text{Assoc}(G) \) has the structure of a local groupoid (free from topology) where source and target coincide, so it may be thought of as a bundle of local groups.

Restricting a local Lie groupoid does not change its associators. More precisely, we have the following.

**Lemma 4.8.** Let \( G \) be a bi-regular local Lie groupoid over \( M \), with multiplication \( m : \mathcal{U} \to G \) and inversion map \( i : \mathcal{V} \to G \). Let \( G' \) be a restriction of \( G \) with multiplication map \( m' : \mathcal{U}' \to G \) and inversion map \( i' : \mathcal{V}' \to G \). If both \( G \) and \( G' \) have products connected to the axes, then for all \( x \in M \) we have

\[
\text{Assoc}_x(G) = \text{Assoc}_x(G').
\]

**Proof.** We consider two equivalence relations on \( W(G) \); we will write \( \sim \) for the equivalence relation on \( W(G) \) generated by contractions and expansions for the multiplication \( m \) on \( G \), and \( \sim' \) for the equivalence relation on \( W(G) \) generated by contractions and expansions for the multiplication \( m' \) on \( G' \). These are precisely the equivalence relations that were considered in the construction of the associative completions of \( G \) and \( G' \). Proposition 4.6 tells us that

\[
g \in \text{Assoc}_x(G) \iff (g) \sim (x) \quad \text{and} \quad g \in \text{Assoc}_x(G') \iff (g) \sim' (x).
\]

It therefore suffices to show that \( \sim \) and \( \sim' \) are the same equivalence relation.
Clearly, $w \sim' v \Rightarrow w \sim v$. We claim that the converse implication also holds, so that the two equivalence relations are equal. It suffices to show that two words that are elementarily equivalent for $\sim$ are also equivalent for $\sim'$. Let $(w_1, \ldots, w_k, w_{k+1}, \ldots, w_n) \in W(G)$ such that $(w_k, w_{k+1}) \in U$ and write $w_k w_{k+1}$ for $m(w_k, w_{k+1})$. Following along with the proof of Proposition 2.20 for the local groupoid $G'$, we find that we can expand, for the multiplication $m'$, the subword $(w_k, w_{k+1})$ into 

$$(a_1, \ldots, a_1^{-1}, \ldots, a_l^{-1}, w_k w_{k+1})$$

or 

$$(w_k w_{k+1}, b_1^{-1}, \ldots, b_l^{-1}, b_1, \ldots, b_1),$$

where the inverses are inverses for $G'$ (and thus also for $G$, but that is not important). We can then contract this word for the multiplication $m'$ into 

$$(w_1, \ldots, w_k, w_{k+1}, \ldots, w_n) \sim' (w_1, \ldots, w_k w_{k+1}, \ldots, w_n).$$

This shows that $\sim$ and $\sim'$ coincide, proving the result. □

We note, however, that shrinking a local Lie groupoid (i.e., replacing it with a neighborhood of $M$ in $G$) can change the associators drastically (see Section 6.1).

4.3. Smoothness of $\mathcal{A}C(G)$. For a bi-regular local Lie groupoid $G$ with products connected to the axes, we have the following relations:

$G \to \mathcal{A}C(G)$ is injective

$\iff G$ is globally associative

$\implies$ Assoc$(G)$ is trivial.

Note that triviality of Assoc$(G)$ does not imply that $G$ is globally associative: a morphism of local Lie groupoids with trivial kernel is not necessarily injective. For example, the restriction of the morphism of Lie groups $\mathbb{R} \to \mathbb{R}/\mathbb{Z}$ to the interval $(-0.6, 0.6)$ has trivial kernel, but it is not injective.

**Definition 4.9.** We say that Assoc$(G) \subset G$ is uniformly discrete if there is an open neighborhood $U$ of $M$ in $G$ such that $U \cap$ Assoc$(G) = M$.

We can now describe a necessary and sufficient condition for $\mathcal{A}C(G)$ to be a Lie groupoid. The proof will be given in the next section.

**Theorem 4.10** (Smoothness of $\mathcal{A}C(G)$). If $G$ is a bi-regular local Lie groupoid with products connected to the axes, then $\mathcal{A}C(G)$ is smooth if and only if Assoc$(G)$ is uniformly discrete in $G$. Moreover, in that case, $G \to \mathcal{A}C(G)$ is a local diffeomorphism so $G$ and $\mathcal{A}C(G)$ have isomorphic Lie algebroids.

By “$\mathcal{A}C(G)$ is smooth”, we mean, of course, that $\mathcal{A}C(G)$ has a smooth structure as a quotient of $W(G)$, where $W(G)$ is considered as a manifold with components of various dimensions (so the restriction of the projection to each component of $W(G)$ is a submersion).

The following corollary characterizes globalizable local Lie groupoids. The result is entirely analogous to the situation for local Lie groups.

**Corollary 4.11** (Mal’cev’s theorem for local Lie groupoids). A strongly connected local Lie groupoid is globalizable if and only if it is globally associative.
Proof. Call the local Lie groupoid $G$. If $G$ is globalizable, it is clearly globally associative. If $G$ is globally associative, then restrict it to get a local Lie groupoid $G'$ with products connected to the axes. Then $G' \hookrightarrow \mathcal{AC}(G')$ is the inclusion of $G'$ onto an open set $U$ of a global Lie groupoid (injectivity follows from global associativity). This means that $G$ and $U$ have a common restriction $G'$, so that by strong connectedness and Lemma 2.18 the inclusion $G \hookrightarrow \mathcal{AC}(G')$ is also the inclusion of a restriction of $U$. The Lie groupoid $\mathcal{AC}(G')$ therefore globalizes $G$. □

Remark 4.12. In [16], a version of Mal’cev’s theorem is proved for local groups (free from topology). The authors observe that their proof works for groupoids. Our version differs from the result in this paper in two significant ways: (i) our notion of local groupoid does not assume that every element is invertible (unlike [16]) and (ii) our result concerns smooth local Lie groupoids. For these reasons, our result also requires different assumptions and is similar in spirit to the version proved in [12].

Every Lie algebroid can be integrated to a local Lie groupoid [4, Corollary 5.1]. Because the globalizability of a local Lie groupoid is related to its higher associativity, this points to a link between associativity and integrability. The following corollary is a first indication.

Corollary 4.13. A Lie algebroid is integrable if and only if there is a local Lie groupoid integrating it that has uniformly discrete associators.

Proof. Suppose a Lie algebroid is integrable. Then by definition, there is a Lie groupoid integrating it, and this is a local Lie groupoid with uniformly discrete (indeed, trivial) associators.

Suppose that a Lie algebroid has a local Lie groupoid integrating it, with uniformly discrete associators. Then by taking a small enough open neighborhood of the units in this local Lie groupoid, we can get a bi-regular local Lie groupoid, with products connected to the axes and trivial associators, which integrates the Lie algebroid. The associative completion of this local Lie groupoid is a Lie groupoid integrating our Lie algebroid. □

4.4. Proof of smoothness of $\mathcal{AC}(G)$. We now turn to the proof of Theorem 4.10. Suppose first that $\mathcal{AC}(G)$ has a smooth structure for which $W(G) \to \mathcal{AC}(G)$ is a submersion. Note that the fibers of $G \to \mathcal{AC}(G)$ are countable, so that $\dim(\mathcal{AC}(G)) \geq \dim(G)$. Because $W(G)$ has a component of dimension $\dim(G)$ and $\mathcal{AC}(G)$ is a quotient of $W(G)$, we must have $\dim(\mathcal{AC}(G)) \leq \dim(G)$, and therefore $\dim(\mathcal{AC}(G)) = \dim(G)$ (this is of course the only reasonable dimension to expect). The map $G \to \mathcal{AC}(G)$ is therefore a local diffeomorphism. The inverse image of $M \subset \mathcal{AC}(G)$ under $G \to \mathcal{AC}(G)$, which is precisely $\text{Assoc}(G)$, is therefore an embedded submanifold of $G$. This shows that $\text{Assoc}(G)$ is uniformly discrete in $G$.

Suppose now that $\text{Assoc}(G)$ is uniformly discrete. We will prove that $\mathcal{AC}(G)$ is smooth. Given an element $\hat{h} \in \mathcal{AC}(G)$, represented by a word $(x_1, \ldots, x_n)$, we will construct a chart near $\hat{h}$ modeled on an open part of $G$. For each $x_i$, take a small submanifold $N_i \subset G$ of the same dimension as $M$ through $x_i$ that is transverse to both source and target fibers (i.e., a local bisection of the local Lie groupoid near $x_i$). Then $s$ and $t$ define diffeomorphisms between the $N_i$ and open subsets of $M$. Write $s_i = s|_{N_i}$ and $t_i = t|_{N_i}$ for these diffeomorphisms.
Let $k \in \{1, \ldots, n\}$. Let $U$ be a small neighborhood of $x_k$. Then the chart we use near $h$ is defined as

$$\varphi : U \to \mathcal{AC}(G) : y \mapsto [y_1, \ldots, y_{k-1}, y, y_{k+1}, \ldots, y_n],$$

where

$$y_{k+1} = t_{k+1}^{-1}(s(y)), \quad y_{k+2} = t_{k+2}^{-1}(s(y_{k+1})), \ldots, \quad y_n = t_n^{-1}(s(y_{n-1})), \quad y_{k-1} = s_{k-1}^{-1}(t(y)), \quad y_{k-2} = s_{k-2}^{-1}(t(y_{k-1})), \ldots, \quad y_1 = s_1^{-1}(t(y_2)).$$

If we pick $U$ sufficiently small, this is well-defined. Note that it maps $x_k$ to $h$. We claim that $\varphi$ is injective, if we pick $U$ small enough (this is where we need the uniform discreteness). Indeed, suppose that $\varphi(y) = \varphi(z)$. Write the representatives of $\varphi(y)$ and $\varphi(z)$ as given above as

$$(y_1, \ldots, y_{k-1}, y, y_{k+1}, \ldots, y_n) \quad \text{and} \quad (z_1, \ldots, z_{k-1}, z, z_{k+1}, \ldots, z_n).$$

Because $\varphi(y) = \varphi(z)$, we must have $s(\varphi(y)) = s(\varphi(z))$ and therefore $s(y_n) = s(z_n)$. But then $y_n$ and $z_n$ are both on $N_n$, and have the same source. Therefore, $y_n = z_n$. This implies that $s(y_{n-1}) = s(z_{n-1})$. But then $y_{n-1}$ and $z_{n-1}$ are both on $N_{n-1}$, and have the same source. Therefore, $y_{n-1} = z_{n-1}$. Continuing this way, we find that $y_i = z_i$ for $i > k$. The same argument applied starting from the left and using the target map shows that $y_i = z_i$ for $i < k$. We conclude that

$$[y_1, \ldots, y_{k-1}, y, y_{k+1}, \ldots, y_n] = \varphi(y) = \varphi(z) = [y_1, \ldots, y_{k-1}, z, y_{k+1}, \ldots, y_n].$$

Multiplying both sides by $[y_1, \ldots, y_{k-1}]^{-1}$ (from the left) and by $[y_{k+1}, \ldots, y_n]^{-1}$ (from the right) shows that $[y] = [z]$. If $B$ is a neighborhood of $M$ in $G$ such that $B \cap \text{Assoc}(G) = M$, then for $U$ small enough, we must have $z = y\delta$ for $\delta$ in $B$. But then $[\delta]$ must be trivial in $\mathcal{AC}(G)$ so that, by Corollary 4.7, it is an associator. Therefore $\delta \in M$ and we conclude that $y = z$.

Let us check smoothness of the transition maps. Given a point in $\mathcal{AC}(G)$, a chart is determined by

- a choice of representative,
- a choice of $k$,
- a choice of local bisections.

We will show smoothness for each of the following types of transition maps:

- **(T1)** for a fixed representative and index $k$, the transition between charts coming from different choices of local bisections,
- **(T2)** for a fixed representative, the transition between charts for two different choices of $k$,
- **(T3)** the transition between charts constructed using different representatives of the same element of $\mathcal{AC}(G)$.

Together, these show that all the transitions are smooth.

Let us start by checking the first type of transition map (T1). Suppose $(x_1, \ldots, x_n)$ represents $h \in \mathcal{AC}(G)$. Pick $k \in \{1, \ldots, n\}$. Making one choice of local bisections $N_i$ leads to a chart

$$\varphi : y \mapsto [y_1, \ldots, y_{k-1}, y, y_{k+1}, \ldots, y_n].$$

Note that the $y_i$ depend smoothly on $y$. Now make a different choice of local bisections $N_i'$, leading to a second chart. We will calculate the transition map
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between the two charts. Suppose \( y \) is near \( x_k \) and let \( z_n \) be the point on \( N'_n \) with source \( s(y_n) = s(h) \). Then

\[
z_n = \varepsilon_n y_n
\]

for some invertible \( \varepsilon_n \) near \( t(y_n) \) (on the condition that \( y \) is sufficiently close to \( x_k \)). Note that \( \varepsilon_n = \varepsilon_n(y) \) depends smoothly on \( y \) and \( \varepsilon_n(x_k) = t(y_n) \). The product \( y_{n-1} \varepsilon_n^{-1} \) is defined for \( y \) close enough to \( x_k \). Let \( z_{n-1} \) be the point on \( N'_{n-1} \) with source \( t(z_n) \). Then

\[
z_{n-1} = \varepsilon_{n-1}(y_{n-1} \varepsilon_n^{-1})
\]

for some invertible \( \varepsilon_{n-1} \) near \( t(y_{n-1}) \) (on the condition that \( y \) is sufficiently close to \( x_k \)). Note that \( \varepsilon_{n-1} \) depends smoothly on \( y \), and \( \varepsilon_{n-1} = t(y_{n-1}) \) if \( y = x_k \). Continuing this way, we construct a sequence \( z_n, \ldots, z_{k+1} \) on the \( N'_i \) and \( \varepsilon_n, \ldots, \varepsilon_{k+1} \) such that

\[
z_i = \varepsilon_i(y_i \varepsilon_{i+1}^{-1}),
\]

where we will set \( \varepsilon_{n+1} = s(y_n) \) for ease of notation. All the \( \varepsilon_i \) depend smoothly on \( y \) (we may have to restrict \( y \) to be in a smaller and smaller neighborhood of \( x_k \)). Similarly, we start from the left and construct a sequence \( z_1, \ldots, z_{k-1} \) on the \( N'_i \) and \( \varepsilon_1, \ldots, \varepsilon_{k-1} \) such that

\[
z_i = (\varepsilon_{i-1}^{-1} y_i) \varepsilon_i
\]

with all the \( \varepsilon_i \) depending smoothly on \( y \). Note now that

\[
\varphi(y) = \left[ y_1, \ldots, y_{k-1}, y, y_{k+1}, \ldots, y_n \right]
\]

\[
= \left[ y_1, \varepsilon_1, \ldots, \varepsilon_{k-1}^{-1}, y_{k-1}, \varepsilon_{k-1}, y, \varepsilon_{k+1}, y_{k+1}, \varepsilon_{k+2}, \ldots, \varepsilon_n, y_n \right]
\]

\[
= \left[ z_1, \ldots, z_{k-1}, (\varepsilon_{k-1} y \varepsilon_{k+1}), z_{k+1}, \ldots, z_n \right],
\]

where the product in the middle will be defined if \( y \) is sufficiently close to \( x_k \). This shows that the transition map between our two charts is given by

\[
y \mapsto \varepsilon_{k-1} y \varepsilon_{k+1}^{-1},
\]

which is smooth in \( y \) (because the \( \varepsilon_i \) are). This proves smoothness for type (T1).

Let us now check smoothness for type (T2). We consider transition between charts for the same representative, but different choices of \( k \). Clearly, it is enough to consider the case where the two choices for \( k \) differ by 1, so we look at two charts associated to the same representative \( (x_1, \ldots, x_n) \) of \( h \) for index \( k \) and index \( k+1 \). Again, write

\[
y \mapsto [y_1, \ldots, y, y_{k+1}, \ldots, y_n]
\]

for the chart associated to index \( k \). Suppose that \( y \) is near \( x_k \). Let \( y_k \) be the point on \( N_k \) with target \( t(y) \). This point depends smoothly on \( y \). For \( y \) sufficiently close to \( x_k \), we may write \( y_k = y \varepsilon \) where \( \varepsilon \) is near \( s(x_k) \) and depends smoothly on \( y \). Then

\[
[y_1, \ldots, y, y_{k+1}, \ldots, y_n] = [y_1, \ldots, y, \varepsilon, \varepsilon^{-1}, y_{k+1}, \ldots, y_n]
\]

\[
= [y_1, \ldots, y_k, (\varepsilon^{-1} y_{k+1}), \ldots, y_n]
\]

for \( y \) sufficiently close to \( x_k \). This shows that the transition map is \( y \mapsto \varepsilon^{-1} y_{k+1} \), which is smooth.

We now check the smoothness of the third type of transition (T3). So we now have different representatives of the same point \( h \). This type is the easiest to check. Indeed, we only need to check smoothness for the transition for a single contraction or expansion, but that is clear from the smoothness of multiplication in \( G \).
Note, finally, that $\mathcal{AC}(G)$ is second-countable because $W(G)$ is. It may fail to be Hausdorff (as does $G$), but its source fibers and target fibers, as well as unit manifold, are Hausdorff. Hence, we have proved that $\mathcal{AC}(G)$ is smooth and this completes the proof of Theorem 4.10.

5. CLASSIFICATION OF LOCAL LIE GROUPOIDS

In this section, we classify bi-regular local Lie groupoids with integrable algebroids. By “classifying” we mean that we give a construction that, starting from a global Lie groupoid, can be used to obtain all bi-regular local Lie groupoids with the same Lie algebroid. This section is a generalization to groupoids of results by Olver [12, Theorems 19 and 21].

5.1. Coverings of local Lie groupoids. Just like in the theory of Lie groups and Lie groupoids, coverings play an important role for local Lie groupoids.

For groupoids, the notion of cover does not refer to the space of arrows, but rather to its source/target fibers. In this section we will assume that source and target maps have connected fibers, as do their covers in the sense of the following definition.

**Definition 5.1.** Suppose $G$ is a local Lie groupoid over $M$, with source and target maps $s$ and $t$, and unit section $u$. A covering (resp., generalized covering) of $G$ is a tuple $(G', s', t', u')$ and a map $\varphi : G' \to G$, where:

- $u' : M \hookrightarrow G'$ is an embedding,
- $s, t : G' \to M$ are surjective submersions such that $s' \circ u' = t' \circ u' = \text{Id}$,
- $\varphi : G' \to G$ is a smooth map such that $s' = s \circ \varphi$, $t' = t \circ \varphi$, $u = \varphi \circ u'$,
- for each $m \in M$, the map $\varphi|_{s'^{-1}(m)} : (s')^{-1}(m) \to s^{-1}(\varphi(m))$ is a covering map (resp., local diffeomorphism).

An important fact is the following.

**Theorem 5.2.** Any generalized covering $\varphi : G' \to G$ of a bi-regular local Lie groupoid $G$ has a structure of a local Lie groupoid for which $\varphi$ is an étale morphism of local Lie groupoids. Moreover, $G'$ is also bi-regular.

**Corollary 5.3.** Every bi-regular local Lie groupoid $G$ has a source-simply connected cover $\varphi : \tilde{G} \to G$ which is unique up to restriction.

**Proof of the corollary.** The construction of the source-simply connected cover of a local groupoid is entirely similar to the case of Lie groupoids (see, e.g., [5]). Let $\Pi_1(F(s))$ be the fundamental groupoid of the source-foliation of $G$. It is a smooth Lie groupoid over $G$ with source map

$$p : \Pi_1(F(s)) \to G, \quad [\gamma] \mapsto \gamma(0).$$

We set $\tilde{G} := p^{-1}(M)$ and define the maps:

$$s' : \tilde{G} \to M, \quad [\gamma] \mapsto s(\gamma(0)), \quad t' : \tilde{G} \to M, \quad [\gamma] \mapsto t(\gamma(1)),$$

$$u' : M \to \tilde{G}, \quad x \mapsto [x].$$

Then $\varphi : \tilde{G} \to G, [\gamma] \to \gamma(1)$, is a cover of $G$ with 1-connected source fibers, so the result follows from the theorem.
Remark 5.4. One can give a proof of the corollary independent of the theorem, by following the same method as in the proof of Theorem 2.23 with \( G \) replacing \( G(A) \). In what follows, we will only make use of the corollary. However, since the theorem is interesting on its own, and the proof in [12] of the corresponding statement for local Lie groups contains a gap (see Remark 5.8 below), we will give a complete proof of the theorem.

The remainder of this section is concerned with the proof of Theorem 5.2. Suppose \( G \) and \( M \) are manifolds, and we have maps

- \( u : M \to G \), an embedding,
- \( s : G \to M \), a surjective submersion such that \( s \circ u = \text{Id} \),
- \( t : G \to M \), a surjective submersion such that \( t \circ u = \text{Id} \).

We will show, roughly speaking, that a bi-regular local Lie groupoid structure on \( G \) (with the given \( s, t, u \)) is equivalent to specifying left- and right-invariant Maurer-Cartan forms. From this the theorem follows immediately.

**Definition 5.5.** An \( s \)-framing for the tuple \((G, M, s, t, u)\) is an isomorphism of vector bundles \( \omega_s : T^*G \to t^*(T^*_M G) \) over the unit section such that \( \omega_s |_M = \text{Id} \). A \( t \)-framing is an isomorphism of vector bundles \( \omega_t : T^*G \to s^*(T^*_M G) \) over the unit section such that \( \omega_t |_M = \text{Id} \).

If \( G \) is a bi-regular local Lie groupoid, the left-invariant (respectively, right-invariant) Maurer-Cartan form is an \( s \)-framing (respectively, \( t \)-framing). For a bi-regular groupoid we will always use these framings.

Once framings are specified one can talk about invariant vector fields.

**Definition 5.6.** Suppose we are given an \( s \)-framing \( \omega_s \) and a \( t \)-framing \( \omega_t \) for the tuple \((G, M, s, t, u)\). Then:

- (i) A vector field \( X \) tangent to the \( s \)-fibers is called \textit{right-invariant} if its image under the \( s \)-framing is of the form \( t^*\sigma \) for some \( \sigma \in \Gamma(T^*_M G) \).
- (ii) A vector field \( X \) tangent to the \( t \)-fibers is called \textit{left-invariant} if its image under the \( t \)-framing is of the form \( s^*\sigma \) for some \( \sigma \in \Gamma(T^*_M G) \).

Notice that in the case of a bi-regular local Lie groupoid this definition of right- and left-invariant vector field coincides with the one given in Section 2.5. In particular, for a local Lie groupoid we always have that:

- the Lie bracket of right-invariant vector fields is right-invariant,
- the Lie bracket of left-invariant vector fields is left-invariant,
- the Lie bracket of a right-invariant and a left-invariant vector field is zero.

The following is the characterization of local Lie groupoids we are aiming for. It is a direct generalization of [12, Theorem 18].

**Proposition 5.7.** Let \( \omega_s \) and \( \omega_t \) be \( s \)- and \( t \)-framings for the tuple \((G, M, s, t, u)\). There is a bi-regular local Lie groupoid structure on \((G, M, s, t, u)\) whose Maurer-Cartan forms coincide with these framings if and only if:

- (i) the Lie bracket of left-invariant vector fields is left-invariant,
- (ii) the Lie bracket of right-invariant vector fields is right-invariant,
- (iii) the Lie bracket of a left- and a right-invariant vector field is zero.

If we demand that the local Lie groupoid be strongly connected, the structure is unique up to restriction.
Remark 5.8. Theorem 18 in [12] claims that giving a local Lie group structure in \( G \) is equivalent to prescribing right-invariant vector fields, without specifying the left-invariant vector fields. Explicit examples show, however, that this is not sufficient, and the left-invariant vector fields need to be specified as well. More precisely, if only right-invariant vector fields are specified, it may happen that no compatible left-invariant vector fields exist. This is related to the fact that the Maurer-Cartan form on a local Lie group(oid) is not only invariant but satisfies an extra condition: the Maurer-Cartan equation.

The mistake in the proof in [12] is that the multiplication does not get defined near \( G \times \{ e \} \). For an explicit example, one can look at \( G = \mathbb{R}_{>0} \times S^1 \), with coordinates \((x, \theta)\). The vector fields \( X = x \frac{\partial}{\partial x} \) and \( Y = x \frac{\partial}{\partial \theta} \) satisfy \([X, Y] = Y\).

If we try to prescribe \( X \) and \( Y \) as right-invariant vector fields on \( G \), there is no way to find corresponding left-invariant vector fields to make \( G \) into a local Lie group: if \( Z \) is a left-invariant vector field that equals \( \partial_{\theta} \) at \((1, 1)\), we must have \([Y, Z] = 0\), but the flow of \( Y \) maps the point \((1, 1)\) to itself after time \( 2\pi \), mapping \( \frac{\partial}{\partial x} \) to \( \frac{\partial}{\partial x} + 2\pi \frac{\partial}{\partial \theta} \). This shows that \( Z \) cannot be invariant under the flow of \( Y \).

Proof of Proposition 5.7. The “only if” part of the proof is clear. For the proof of the “if” part, suppose that we have framings that satisfy the above conditions. We will prescribe the multiplication and inversion maps. Let us start by defining the multiplication on a neighborhood of \( G \times_t M \). Pick \( g \in G \) and write \( s = s(g) \). If \( h \in t^{-1}(x) \) is sufficiently close to \( x \), then

\[
h = \phi^1_{\omega_t^{-1}(s^*\sigma)}(x)
\]

for some local section \( \sigma \) of \( T_{s}SG \) near \( x \) (here \( \phi^1 \) denotes the time-1 flow of a vector field). Note that \( \omega_t^{-1}(s^*\sigma) \) is left-invariant. We set

\[
(3) \quad g \cdot h = \phi^1_{\omega_t^{-1}(s^*\sigma)}(g)
\]

if this flow exists. This product \( g \cdot h \) is well-defined for \( h \) small, in the sense that it does not depend on the choice of \( \sigma \), as we now explain. Because the bracket of right-invariant vector fields is right-invariant, we can define a Lie algebroid \( A \to M \) from these right-invariant vector fields. This algebroid \( A \) acts on \( G \) via \( M \) via the right-invariant vector fields. We can integrate this Lie algebroid action to an action of a local Lie groupoid \( H \) integrating \( A \). Using this action \( H \to G \), we can identify a neighborhood of \( M \) in \( H \) with a neighborhood of \( M \) in \( G \), by \( h \mapsto h \cdot s(h) \). Under this identification, the multiplication \((3)\) corresponds to the one in \( H \). This shows that \( g \cdot h \) is indeed well-defined using \((3)\). We have defined the multiplication near \( G \times_t M \). Similarly, one defines \( g \cdot h = \phi^1_{\omega_t^{-1}(t^*\tau)}(h) \) if \( g = \phi^1_{\omega_t^{-1}(t^*\tau)}(x) \) is small, and \( \tau \) is a local section of \( T^*_M G \).

One thing remains to check to ensure we have a well-defined multiplication: if \( g = \phi^1_{\omega_t^{-1}(t^*\tau)}(x) \) and \( h = \phi^1_{\omega_t^{-1}(s^*\sigma)}(x) \) for local section \( \tau \) and \( \sigma \) as above, we need to ensure that the two definitions of \( g \cdot h \) agree. The first definition defines \( g \cdot h \) as

\[
\phi^1_{\omega_t^{-1}(s^*\sigma)}(g) = \phi^1_{\omega_t^{-1}(s^*\sigma)}(\phi^1_{\omega_t^{-1}(t^*\tau)}(x))
\]

and the second as

\[
\phi^1_{\omega_t^{-1}(t^*\tau)}(h) = \phi^1_{\omega_t^{-1}(t^*\tau)}(\phi^1_{\omega_t^{-1}(s^*\sigma)}(x)).
\]
Because left- and right-invariant vector fields commute, these definitions coincide for \( g, h \) sufficiently close to \( x \). Therefore, by restricting if necessary, we have defined a multiplication map on \( G \times G \) near \( G \times M \cup M \times G \).

We leave it to the reader to check that this multiplication is locally associative (possibly after restricting further), and to define an inversion map near \( M \). The uniqueness up to restriction follows immediately from Lemma 2.18.

We can now give a very short proof of the existence of a groupoid structure on covers.

**Proof of Theorem 5.2** Let \( G \) be a bi-regular local Lie groupoid over \( M \) and let \( \varphi : G' \to G \) be a generalized cover. If \( \omega_L^{MC} \) and \( \omega_R^{MC} \) denote the left- and right-invariant Maurer-Cartan forms on \( G \), then we obtain \( s \)- and \( t \)-framings on \( G' \) by setting:

\[
\omega_s := \varphi^* \omega_L^{MC} \quad \text{and} \quad \omega_t := \varphi^* \omega_R^{MC}.
\]

The left- and right-invariant vector fields on \( G' \) defined by these framings are \( \varphi \)-related to the left- and right-invariant vector fields on \( G \). It follows that they satisfy conditions (i)-(iii) of Proposition 5.7, and we conclude that \( G' \) has the required bi-regular local groupoid structure for which \( \varphi : G' \to G \) is an \( \text{étale} \) morphism of local Lie groupoids.

**Remark 5.9.** The local groupoid structure constructed in Proposition 5.7 has an inverse map with domain, in general, strictly smaller than \( G \). Therefore, even if every element in the local Lie groupoid \( G \) has an inverse, elements in a cover \( G' \) of \( G \) may fail to have an inverse. This is yet another reason we have to allow for the domain of the inverse map of a local Lie groupoid \( G \) to be strictly smaller than \( G \).

5.2. **Classification result.** In [12], Olver shows roughly speaking that every local Lie group is covered by a cover of a globalizable local Lie group. We prove the analogous result for groupoids, and strengthen it slightly.

**Theorem 5.10.** Suppose \( G \Rightarrow M \) is a bi-regular \( s \)-connected local Lie groupoid with product connected to axes and integrable Lie algebroid \( A \). Let \( \bar{G} \) be its source-simply connected cover, and let \( G(A) \) be the source-simply connected integration of \( A \). Then there is a commutative diagram:

\[
\begin{array}{ccc}
\bar{G} & \xrightarrow{p_1} & G \\
\downarrow{p_2} & & \downarrow{U \subseteq G(A)} \\
\mathcal{AC}(G) & & \\
\end{array}
\]

Here, \( p_1 \) is the covering map and \( G \to \mathcal{AC}(G) \) is the completion map. The map \( p_2 \) is a generalized covering of local Lie groupoids, which sends a point \( g \in \bar{G} \) to the class of the \( A \)-path associated to a \( \bar{G} \)-path from \( s(g) \) to \( g \).

**Proof.** Our first step is to show the existence of the upper half of the diagram. This is the statement that is proved in [12, Theorem 21] for the case of local groups, and the proof is analogous. We use Cartan’s method of the graph. The argument
is similar to the usual argument for integrability of Lie algebroid morphisms to Lie groupoid morphisms [11, Proposition 6.8].

On the fibered product \( \tilde{G} \times_t G(A) \) we consider the foliation \( F \) given by

\[
F_{(g_1, g_2)} = \{ (\xi \cdot g_1, \xi \cdot g_2) \mid \xi \in A_t(g_1) \}.
\]

Integrability of this distribution follows from the fact that \( \tilde{G} \) and \( G(A) \) have the same Lie algebroid.

Fix a point \( x \in M \) and let \( N_x \) be the leaf of \( F \) through \((x, x)\). We claim that the projection \( \pi_1 : N_x \to s^{-1}(x) \) is a covering of the source fiber in \( \tilde{G} \). Note that \( \pi_1 : N_x \to s^{-1}(x) \) is a local diffeomorphism by bi-regularity of the local groupoid. Now if \((g_1, g_2) \in N_x\), and \( U_1 \) is a neighborhood of \((g_1, g_2)\) in \( N_x \) that gets mapped diffeomorphically to a neighborhood \( U_2 \) of \( g_1 \) in \( s^{-1}(x) \), then \( U_2 \) is uniformly covered. Indeed, if \((g_1, g_3)\) is another point on \( N_x \), then by invariance of \( F \) under right multiplication in the \( G(A) \)-direction, the translated submanifold \( U_1 \cdot g_2^{-1} \cdot g_3 \) is a neighborhood of \((g_1, g_3)\) in \( N_x \) that gets mapped diffeomorphically to \( U_1 \). Hence, \( \pi_1 : N_x \to s^{-1}(x) \) is a covering map, and since \( s^{-1}(x) \) is simply connected, it is a diffeomorphism. The inverse is a diffeomorphism \( \phi_x : s^{-1}(x) \to N_x \).

If \( N = \bigcup_{x \in M} N_x \), we have a map \( \phi : \tilde{G} \to N, \ g \to \phi_s(g)(g) \). This map is smooth, because it is the extension by holonomy of the map \( x \mapsto (x, x) \). We define \( p_2 := \pi_1 \circ \phi : \tilde{G} \to G(A) \) and let \( U \) be the image of \( p_2 \), so we obtain the required diagram:

\[
\begin{array}{ccc}
\tilde{G} & \xrightarrow{p_2} & U \subseteq G(A) \\
\downarrow{p_1} & & \\
G & & \\
\end{array}
\]

Now, to establish the existence of the lower half of the diagram we apply the functor \( AC \) to \( p_1 \):

\[
\begin{array}{ccc}
\tilde{G} & \xrightarrow{AC} & AC(G) \\
\downarrow{p_1} & & \\
G & & \xrightarrow{AC(p_1)} \\
\end{array}
\]

We claim that \( AC(\tilde{G}) \cong G(A) \), and that under this identification the natural map \( \tilde{G} \to AC(\tilde{G}) \) corresponds to \( p_2 \).

Note that the associators of \( \tilde{G} \) are discrete since they lie in the fiber of \( \tilde{G} \to U \) over the unit section. Since \( G \) has product connected to the arcs, so does \( \tilde{G} \) and hence \( AC(\tilde{G}) \) is a Lie groupoid. We have morphisms of Lie groupoids

\[
AC(\tilde{G}) \to AC(U) \to AC(G(A)) \cong G(A),
\]
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which induce isomorphisms at the level of Lie algebroids. Since $\mathcal{G}(A)$ is source-simply connected, we must in fact have

$$\mathcal{AC}(\tilde{G}) \cong \mathcal{AC}(U) \cong \mathcal{AC}(\mathcal{G}(A)) \cong \mathcal{G}(A).$$

Following along these maps, we see that an element $g \in \tilde{G}$ is mapped to

$$g \in \tilde{G} \mapsto [g] \in \mathcal{AC}(\tilde{G}) \mapsto [p_2(g)] \in \mathcal{AC}(U) \mapsto [p_2(g)] \in \mathcal{AC}(\mathcal{G}(A)) \mapsto p_2(g) \in \mathcal{G}(A).$$

Hence, the diagram in the statement of the theorem follows. 

$\square$

**Corollary 5.11.** If $G$ is an $s$-simply connected, bi-regular, local Lie groupoid with product connected to the axes and integrable algebroid, then $\text{Assoc}(G)$ is uniformly discrete (and, in particular, $\mathcal{AC}(G)$ is smooth).

**Proof.** The above result shows that $G$ is a generalized cover of a globalizable local Lie group. The associators of $G$ are therefore contained in the fiber of this generalized covering over the unit section, and this fiber is discrete. $\square$

Note that this corollary is false without the assumption of $s$-simply connectedness. For example, there are local Lie groups with non-discrete associators. An example is given in the next section.

## 6. Associativity and integrability

In this section, we discuss the relationship between the integrability of a Lie algebroid and the associativity of a local groupoid integrating it. Starting with a local Lie groupoid $G$ with Lie algebroid $A$, we would like to give a precise relationship between the monodromy groups $\tilde{N}_x(A)$, controlling the integrability of $A$, and the associators $\text{Assoc}_x(G)$. Since $\tilde{N}_x(A)$ and $\text{Assoc}_x(G)$ only depend on the restrictions of $G$ and $A$ to the orbit through $x$, in this section we will make the following:

- **Assumption.** $G \Rightarrow M$ is a transitive local Lie groupoid, i.e., for every $x, y \in M$ there exist a well-formed word $w = (g_1, \ldots, g_k)$ with $t(g_1) = x$ and $s(g_k) = y$.

This is equivalent to assuming that $A$ has surjective anchor (i.e., is transitive). Of course, our results are also valid for a non-transitive local Lie groupoid $G$: in the statements one must replace $M$ by an orbit of $G$.

Before we turn to the general theory, in Section 6.1 we discuss examples exhibiting properties that motivate our results. In particular, one of these examples shows that it is possible to have $\tilde{N}_x(A)$ trivial (hence, $A$ integrable) and $\text{Assoc}_x(G) \subset G_x$ non-discrete. Hence, in order to relate $\tilde{N}_x(A)$ and $\text{Assoc}_x(G)$ one needs some extra assumptions on $G$. We will see that these can always be achieved by shrinking $G$.

### 6.1. Examples.

We have seen in Lemma 4.8 that restricting a local Lie groupoid does not change its associators. On the other hand, shrinking a local Lie groupoid can change the associators drastically. To illustrate this we will give an example of a local Lie group $G$ such that $\text{Assoc}(G)$ is not discrete. Because every local Lie group has a neighborhood of the unit section that is globalizable (and therefore has trivial associators), this shows that the associators can change from non-discrete to discrete by shrinking the local groupoid!
Example 6.1. Let $B \subset \mathbb{R}^2$ be the ladder-shaped set
$$B = (\{0\} \times \mathbb{R}) \cup (\{1\} \times \mathbb{R}) \cup ([0, 1] \times \mathbb{Z})$$
and let $G$ be its thickening
$$G = \left\{ p \in \mathbb{R}^2 \mid \exists q \in B \text{ such that } d(p, q) < \frac{1}{10} \right\}.$$ 
(Here, $d$ is the Euclidean distance.) We will equip $G$ with the structure of a local Lie group in such a way that $\text{Assoc}(G)$ is not discrete.

For each $n \in \mathbb{Z}_{>0}$, let $f_n : \mathbb{R} \to \mathbb{R}_{>0}$ be a smooth function that is 1 outside of $[\frac{1}{3}, \frac{2}{3}]$ and such that the time-$\frac{8}{10}$ flow of the vector field $f_n \frac{\partial}{\partial x}$ on $\mathbb{R}$ maps $\frac{1}{10}$ to $\frac{9}{10} + \frac{1}{100n}$. In other words, the flow of $f_n \frac{\partial}{\partial x}$ is just a little bit faster than that of $\frac{\partial}{\partial x}$.

For each $n \in \mathbb{Z}_{<0}$, let $f_n$ be the function on $[\frac{1}{10}, \frac{9}{10}]$ that takes value 1 everywhere.

Now consider the following vector fields on $G$:

$$X(x, y) = \begin{cases} f_n(x) \frac{\partial}{\partial x} & \text{if } x \in \left[\frac{1}{10}, \frac{9}{10}\right] \text{ and } y \in (n - \frac{1}{10}, n + \frac{1}{10}), \\ \frac{\partial}{\partial x} & \text{otherwise,} \end{cases}$$

$$Y(x, y) = \frac{\partial}{\partial y}.$$ 

Figure 3. The vector field $X$ is obtained by slightly modifying $\frac{\partial}{\partial x}$. The origin is the black dot. If we flow the origin along $Y$ ($= \frac{\partial}{\partial y}$) for time 1, then along $X$ for time 1, then along $-Y$ for time 1, and finally along $-X$ for time 1, we end up slightly away from the origin, at the white dot. This white dot is an associator. The gap is exaggerated in the picture for clarity.

There is a unique local Lie group structure on $G$ over $M$ such that $X$ and $Y$ are bi-invariant (more precisely, unique up to restriction if we ask that the local groupoid has with products connected to the axes). We claim that for this local Lie group structure, $\text{Assoc}(G)$ is not discrete.

Let $a = (\frac{1}{20}, 0) \in G$ and $b = (0, \frac{1}{20}) \in G$. Then consider the product

$$a^{-1} \cdots a^{-1} b^{-1} \cdots b^{-1} b \cdots b a \cdots a,$$

where the numbers under the braces indicate the number of repetitions. Clearly, this product results in the neutral element $(0, 0)$ when evaluated from the inside out. However, evaluating first the second half $c = b \cdots ba \cdots a$ from left to right, and...
then evaluating the rest $a^{-1} \cdots a^{-1} b^{-1} \cdots b^{-1} c$ from right to left, we get $\left( \frac{1}{100n}, 0 \right)$. This shows that $\left( \frac{1}{100n}, 0 \right) \in \text{Assoc}(G)$ for all positive $n$, so that the associators do not form a discrete set.

All the examples of local Lie groupoids we have discussed so far have integrable Lie algebroid. We consider now an example of a local Lie groupoid with non-integrable algebroid. It is a local Lie groupoid integrating a pre-quantum Lie algebroid $A_\omega$ where $\omega$ has a non-discrete group of spherical periods.

**Example 6.2.** Let $M = S^2 \times S^2$, where each copy of $S^2$ is equipped with the usual round metric. Let

$$G' = \{ ((y, y'), (x, x')) \in M \times M \mid x + y \neq 0 \neq x' + y' \} \times \mathbb{R}.$$  

We prescribe the source and target maps as

$$s((y, y'), (x, x'), a) = (x, x') \in M$$

and

$$t((y, y'), (x, x'), a) = (y, y') \in M.$$  

In a similar fashion to what we did in the examples in Section 3, we introduce a multiplication on $H$ by the formula

$$((z, z'), (y, y'), a_1) \cdot ((y, y'), (x, x'), a_2) = ((z, z'), (x, x'), a_1 + a_2 + A(\Delta xyz) + \lambda A(\Delta x' y' z')), $$

where $\lambda \in \mathbb{R}$ is a fixed parameter, and which is defined whenever

$$A(\Delta xyz) \in (-\pi, \pi) \quad \text{and} \quad A(\Delta x' y' z') \in \left( -\frac{\pi}{|\lambda|}, \frac{\pi}{|\lambda|} \right),$$

with the convention that the condition on $A(\Delta x' y' z')$ is void if $\lambda = 0$. The algebroid of this local Lie groupoid is $A_\omega$ where $\omega = dS \oplus \lambda dS$, and so it is integrable precisely if $\lambda$ is rational.

To check that $H$ is 3-associative assume $((z, z'), (y, y'), a_1), ((y, y'), (x, x'), a_2)$ and $((x, x'), (w, w'), a_3)$ are in $H$. Then

$$(((z, z'), (y, y'), a_1) \cdot ((y, y'), (x, x'), a_2)) \cdot ((x, x'), (w, w'), a_3) = ((z, z'), (x, x'), a_1 + a_2 + a_3 + A(\Delta xyz) + A(\Delta wxyz) + \lambda A(\Delta x' y' z') + \lambda A(\Delta w' x' z'))$$

and

$$((z, z'), (y, y'), a_1) \cdot (((y, y'), (x, x'), a_2) \cdot ((x, x'), (w, w'), a_3)) = ((z, z'), (x, x'), a_1 + a_2 + a_3 + A(\Delta wxy) + A(\Delta wyz) + \lambda A(\Delta w' x' y') + \lambda A(\Delta w' y' z')).$$  

Now

$$A(\Delta xyz) + A(\Delta wxyz) = A(\Delta wxy) + A(\Delta wyz) \quad \text{(mod 4\pi)}$$

because both equal the area of the quadrangle $wxyz$ (which is defined up to $\pi$). By the restriction on the areas of these triangles, equality must hold in $\mathbb{R}$ (not just in $\mathbb{R}/4\pi$). Similarly, we will have

$$\lambda A(\Delta x' y' z') + \lambda A(\Delta w' x' z') = \lambda A(\Delta w' x' y') + \lambda A(\Delta w' y' z').$$

This proves 3-associativity.

This local Lie groupoid is not globally associative. The counterexample to 6-associativity in Section 3.5 also works here, by considering $G''$ as the local Lie
subgroupoid \{(y, y'), (N, N)\} \times \mathbb{R} of G', where \(N \in \mathbb{S}^2\) is the north pole. Recall, however, that there was a neighborhood of \(M \subset G''\) that was globally associative. This is not the case for \(G'\). Indeed, the following result will be a consequence of Theorem 6.19 below.

**Proposition 6.3.** There is an open neighborhood of \(M \subset G'\) that is globally associative if and only if \(\lambda \in \mathbb{Q}\) (i.e., iff the Lie algebroid is integrable).

### 6.2. Monodromy groups

The integrability of a Lie algebroid \(A \rightarrow M\) is controlled by its **monodromy groups** \([4,5]\). The monodromy group \(\tilde{\mathcal{N}}_x(A)\) at \(x \in M\) is a subgroup of \(\mathcal{G}(\mathfrak{g}_x)\) contained in the center \(Z(\mathcal{G}(\mathfrak{g}_x))\). Its construction uses the language of \(A\)-paths, which we will assume the reader is familiar with. A detailed exposition can be found in \([4]\) and \([5\) sections 2.2, 3.3, and 3.4\] and we refer to these works for details.

Let \(A\) be a Lie algebroid over \(M\). We write \(I\) for the interval \([0, 1]\). Recall that an \(A\)-path is a \(C^2\)-path \(a : I \rightarrow A\) with base path \(\gamma : I \rightarrow M\), satisfying:

\[
\rho(a(t)) = \frac{d}{dt} \gamma(t).
\]

Alternatively, this condition states that \(a dt : TI \rightarrow A\) is a Lie algebroid morphism.

Two \(A\)-paths \((a_0, a_1) : I \rightarrow A\) are said to be **\(A\)-homotopic** if there exists a Lie algebroid morphism \(a dt + b ds : TI \times TI \rightarrow A\) satisfying the boundary conditions:

- \(a(0, t) = a_0(t)\) and \(a(1, t) = a_1(t)\);
- \(b(s, 0) = b(s, 1) = 0\).

The space of \(A\)-paths is a Banach manifold \(P(A)\) and \(A\)-homotopy defines an equivalence relation \(\sim\) on \(P(A)\). The quotient space:

\[
\mathcal{G}(A) := P(A) / \sim,
\]

is a topological groupoid over \(M\) with composition given by concatenation of paths (after possible reparameterization). The main result of \([4]\) states that:

(i) \(A\) is an integrable Lie algebroid if and only if \(\mathcal{G}(A)\) is a smooth quotient, in which case it is the source 1-connected integration of \(A\);

(ii) \(\mathcal{G}(A)\) is smooth if and only if the monodromy groups \(\tilde{\mathcal{N}}_x(A)\) are uniformly discrete.

Let us briefly recall the construction of \(\tilde{\mathcal{N}}_x(A)\).

**Definition 6.4.** Suppose \(a, a' : I \rightarrow A\) are \(A\)-paths over the same base path. We say that \(a\) and \(a'\) are **\(A\)-homotopic along a trivial sphere** if there is an \(A\)-homotopy between \(a\) and \(a'\) whose base homotopy determines a trivial element in \(\pi_2(M)\).

Then one can show the following.

**Lemma 6.5.** Suppose \(a_0 : I \rightarrow A\) is an \(A\)-path with base path \(\gamma_0 : I \rightarrow M\) and \(S : I \times I \rightarrow M\) is such that

- \(S(0, t) = \gamma_0(t)\),
- \(S(s, 0) = \gamma_0(0)\) and \(S(s, 1) = \gamma_0(1)\) for all \(s\).

Then there is an \(A\)-homotopy \(a dt + b ds : TI \times TI \rightarrow A\) covering \(S\). Moreover, the class of the \(A\)-path \(a_1(t) := a(1, t)\) modulo \(A\)-homotopies along trivial spheres only depends on the homotopy class (rel boundary) of \(S\).
The proof of this lemma is contained in the proof of Proposition 3.21 in [5]. We will write \( \tilde{\partial}(a_0, S) \) for the class of \( a_1 \) modulo \( A \)-homotopy along trivial spheres.

If in the lemma above the path \( t \mapsto S(1, t) \) is constant, say at \( x \in M \), then \( \tilde{\partial}(a_0, S) \) is (the class of) a \( g_x \)-path, hence it determines an element of \( G(\mathfrak{g}_x) \). If we write \( 0_x \) for the trivial \( A \)-path at \( x \), then we have the following.

**Definition 6.6.** The monodromy group \( \tilde{\mathcal{N}}_x(A) \) is defined as the image of

\[
\partial : \pi_2(M, x) \to G(\mathfrak{g}_x) : [\alpha] \mapsto \tilde{\partial}(0_x, \alpha),
\]

where an element \([\alpha] \in \pi_2(\mathcal{O}_x, x)\) is represented by a smooth map \( \alpha : I \times I \to M \) mapping the boundary to \( x \).

The monodromy map has the following interpretation ([4]). The short exact sequence of algebroids (recall we are assuming that \( A \) is transitive):

\[
0 \longrightarrow \text{Ker} \rho \longrightarrow A \longrightarrow \rho \longrightarrow TM \longrightarrow 0
\]

can be seen as a “fibration” to which one can apply the integration functor \( G(-) \). The result is a long exact sequence of “isotropy groups” whose connecting homomorphism is the monodromy map:

\[
\cdots \longrightarrow \pi_2(M, x) \overset{\partial}{\longrightarrow} G(\mathfrak{g}_x) \longrightarrow G_x(A) \longrightarrow \pi_1(M, x) \longrightarrow \cdots.
\]

In particular, this leads to the short exact sequence of groups:

\[
0 \longrightarrow \tilde{\mathcal{N}}_x(A) \longrightarrow G(\mathfrak{g}_x) \longrightarrow G_x(A) \longrightarrow 0.
\]

**6.3. Simplicial complexes and associative completions.** The associative completion of a local Lie groupoid \( G \) admits a simplicial description that turns out to be quite useful to relate associators and monodromy.

Let \( W_k \) be the ordered simplicial complex (see Figure 4)

\[
\{\{0\}, \ldots, \{k\}\} \cup \{\{0, 1\}, \{1, 2\}, \ldots, \{k-1, k\}\}.
\]

We will use the same letter to denote the associated simplicial set. If \( G = \{G^{(n)}\} \) is the nerve of a local Lie groupoid \( G \Rightarrow M \) (cf. Section 2.3), a simplicial map \( W_k \to G \) is nothing but a well-formed word on \( G \) of length \( k \). Moreover, we can also express equivalence of words using simplicial notions, as we now explain.

\[
\begin{array}{cccccccccc}
& & & \text{k edges} & & & \\
& & \text{---} & \text{---} & \text{---} & \text{---} & \text{---} & \text{---} & \text{---} & \text{---} & \text{---} & \text{---} & \text{---}
\end{array}
\]

**Figure 4.** The simplicial complex \( W_k \) is just a sequence of \( k \) edges, head to tail.

For the following discussion we consider only ordered simplicial complexes \( S \) which are 2-dimensional. Moreover, we assume that each edge has at most two faces attached to it. We will say that an edge is a boundary edge of \( S \) if it has at most one face attached to it.
If \( \{u, w\} \) is a boundary edge of \( S \) with \( u < w \), we can obtain a new ordered simplicial complex \( S' \) by
(1) adding a new vertex \( v \) to the simplicial complex with \( u < v < w \),
(2) adding edges \( \{u, v\} \) and \( \{v, w\} \), and a face \( \{u, v, w\} \).
We will say that \( S' \) can be obtained from \( S \) by expansion.

If \( \{u, v\} \) and \( \{v, w\} \) are boundary edges of \( S \), with \( u < v < w \), and \( \{u, w\} \) is not an edge of \( S \), we can obtain a new ordered simplicial complex \( S' \) by
(1) adding the edge \( \{u, w\} \),
(2) adding the face \( \{u, v, w\} \).
We will say that \( S' \) can be obtained from \( S \) by contraction.

**Definition 6.7.** We say that an ordered simplicial complex \( S \) is a good complex if there is an integer \( k \geq 1 \) such that \( S \) can be obtained from \( W_k \) by repeated expansion or contraction.

Note that a good complex comes with a choice of two vertices: there is one vertex that is minimal among boundary vertices (we will call it the source of the good complex) and one vertex that is maximal among boundary vertices (we will call it the target of the good complex).

**Definition 6.8.** If \( S \) is a good complex, a boundary path of \( S \) is an ordered subcomplex \( S' \) of \( S \) that is contained in its boundary, and for which there is an isomorphism of ordered complexes \( W_k \to S' \) that maps the source of \( W_k \) to the source of \( S \), and the target of \( W_k \) to the target of \( S' \).

In other words, a boundary path of \( S \) is just a path from source to target along the boundary of \( S \) such that the vertices are increasing along the path.

![Figure 5. A good complex. This one can be obtained from the yellow-marked \( W_3 \) on the bottom by (for example) an expansion, a contraction, an expansion, a contraction, an expansion, two contractions, and an expansion. The source is the rightmost vertex, the target is the leftmost vertex. This complex has two boundary paths (one on the top, one on the bottom). They are highlighted in green and yellow.](image)

**Remark 6.9.** A good complex can have many boundary paths. For example, the complex shown in Figure 6 has eight of them. The good complexes that will be most relevant for us are those that are homeomorphic to a disk. These have precisely two boundary paths.

**Definition 6.10.** Let \( S \) be a good complex (considered as a simplicial set) and let \( \phi : S \to G \) be a simplicial map. The boundary words of \( \phi \) are the words corresponding to the restriction of \( \phi \) to the boundary paths of \( S \).
Figure 6. A good complex that is not homeomorphic to a disk. This one has eight boundary paths. One of them is highlighted.

The following result now holds more or less by construction.

**Proposition 6.11.** Two well-formed words $w_1, w_2 \in W(G)$ are equivalent if and only if there is a good complex $S$ and a simplicial map $\phi : S \to G$ such that both words are boundary words of $\phi$.

**Proof.** If the two words $w$ and $w'$ are equivalent, then there is a sequence of expansions and contractions of words turning $w$ into $w'$. Let $w = w_0, w_1, \ldots, w_n = w'$ be the shortest sequence of expansions and contractions from $w$ to $w'$. We can use this sequence to build a good complex $S$ and a map $\phi : S \to G$, as we explain now.

Start with a map $\phi_0 : W_k \to G$ representing $w_0$. If $w_1$ is an expansion of $w_0$, we can expand $W_k$ in the corresponding edge to get a map $\phi_1 : S_1 \to G$ with boundary words $w_0$ and $w_1$. If $w_1$ is a contraction of $w_0$, we can contract $W_k$ in the corresponding edge to get a map $\phi_1 : S_1 \to G$ with boundary words $w_0$ and $w_1$.

(Note that the edge that we need to add to the complex for the contraction is not already present. This edge can only be present if we have an expansion followed by a contraction undoing that expansion, but we chose the shortest sequence of words linking $w$ to $w'$.)

Conversely, if we have a good complex $S$ and a map $\phi : S \to G$ with boundary words $w_1$ and $w_2$, we obtain a sequence of expansions and contractions of words turning $w_1$ into $w_2$. □

**6.4. Associators are monodromy elements.** We would like to give a precise connection between the associators of a local Lie groupoid $G$ and the monodromy groups of the Lie algebroid $A = A(G)$. For that, we need to be able to compare the isotropy $G_x$ (where the associators live) with the 1-connected Lie group $G(\ker \rho_x)$ integrating the isotropy Lie algebra $\ker \rho_x$ (which contains the monodromy groups). For this reason, henceforth we will assume that $G$ has been shrunk so that:

(H1) $G_x$ is a 1-connected local Lie group.

Under this assumption, we have a local Lie group homomorphism $G_x \to G(\ker \rho_x)$ defined as follows. If $g \in G_x$, choose a path in $G_x$ from $x$ to $g$. Differentiate this path to get a $\ker \rho_x$-path and hence an element of $G(\ker \rho_x)$. Since $G_x$ is simply connected, this map is well-defined: any two paths in $G_x$ from $x$ to $g$ are homotopic, and such a homotopy induces a $\ker \rho_x$-homotopy.

By shrinking $G$ further, we can also assume that:

(H2) the map $G_x \to G(\ker \rho_x)$ is injective.

Actually, by shrinking $G$ even further, we can also assume that:

(H3) the source fibers of $G$ are 1-connected.

Again, this allows us to construct a local homomorphism of topological groupoids $G \to G(A)$: if $g \in G$ has source $x$, choose a path in $s^{-1}(x)$ from $x$ to $g$. Differentiate this path to get an $A$-path and hence an element of $G(A)$. Since $s^{-1}(x)$ is simply
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connected, this map is well-defined, because any two paths in \( s^{-1}(x) \) from \( x \) to \( g \) are homotopic, and this homotopy induces an \( A \)-homotopy.

**Proposition 6.12.** Let \( G \) be a local Lie groupoid satisfying \((H1)-(H3)\). Then under the natural map \( G_x \to \mathcal{G}(g_x) \) we have \( \text{Assoc}_x(G) \subset \tilde{N}_x(A) \).

**Proof.** Applying the functor \( \mathcal{AC}(\cdot) \) to the morphism \( G \to \mathcal{G}(A) \) we obtain a commutative triangle:

\[
\begin{array}{ccc}
G & \xrightarrow{\mathcal{AC}(\cdot)} & \mathcal{G}(A) \\
 & \searrow & \\
 & \searrow & \\
 & \mathcal{G}(g_x) & \\
\end{array}
\]

Passing to isotropies, it follows that the map \( G_x \to \mathcal{G}_x(A) \) takes the associators \( \text{Assoc}_x(G) \) to the unit. But the last map factors as:

\[
\begin{array}{ccc}
G_x & \xrightarrow{\mathcal{G}(\cdot)} & \mathcal{G}_x(A) \\
 & \searrow & \\
 & \searrow & \\
 & \mathcal{G}(g_x) & \\
\end{array}
\]

and the kernel of the morphism \( \mathcal{G}(g_x) \to \mathcal{G}_x(A) \) is the monodromy group \( \tilde{N}_x(A) \), so the result follows. \( \square \)

6.5. **Monodromy elements are associators.** We would like to improve Proposition 6.12 and show that we actually have \( \text{Assoc}_x(G) = \tilde{N}_x(A) \cap G_x \). For this, we will need to construct a lift of the map \( G \to \mathcal{G}(A) \) to the space of \( A \)-paths:

\[
\begin{array}{ccc}
P(A) & \xrightarrow{\mathcal{P}(\cdot)} & \mathcal{G}(A) \\
\searrow & & \\
G & \xrightarrow{\mathcal{G}(\cdot)} & \mathcal{G}(A) \\
\end{array}
\]

which is multiplicative in the following sense: if \( w = (g_1, \ldots, g_k) \in W(G) \) is a well-formed word on \( G \), write \( P(w) = P(g_k) \circ \cdots \circ P(g_1) \) (concatenation of \( A \)-paths). Then if \( w_1 \) and \( w_2 \) are equivalent words we would like \( P(w_1) \) and \( P(w_2) \) to be \( A \)-homotopic paths. This will require slightly stronger hypotheses than \((H1)-(H3)\) which can still be achieved by shrinking \( G \) further.

The construction of a multiplicative lift requires the choice of some auxiliary data, namely:

- a reparameterization function, i.e., a smooth, non-decreasing function \( f : [0,1] \to [0,1] \) that is 0 near 0 and 1 near 1;
- a Riemannian metric on \( M \);
- an \( A \)-connection \( \nabla \) on \( A \).

The connection yields an exponential map \( \exp_\nabla : A \to G \), defined and injective in some neighborhood of the zero section \( M \) (section 4.4). Hence, if \( g \in G \) is sufficiently close to \( M \), then it is in the image of \( \exp_\nabla \), say \( g = \exp(\xi) \). Writing \( x = s(g) \), we then have the \( G \)-path \( \tau \mapsto \exp(f(\tau)\xi) \) and its associated \( A \)-path \( \tilde{P}(g) : I \to A \) (obtained by differentiating and applying the Maurer-Cartan form).
Moreover, if \( g \in G \) is sufficiently close to \( M \), the base path \( \gamma(t) \) of \( \tilde{P}(g) \) is contained completely in a uniformly normal subset of \( \mathbb{M}^4 \).

Now we modify the A-path \( \tilde{P}(g) \), which lies over \( \gamma(t) \), into an A-path \( P(g) \) that lies over the geodesic \( \gamma_{s(g), t(g)} \) from \( s(g) \) to \( t(g) \). We do this by prescribing

\[
P(g) = \partial(\tilde{P}(g), [\alpha]),
\]

where \([\alpha] : [0, 1] \times [0, 1] \to M\) is the map such that \( s \mapsto \alpha(t, s) \) is the geodesic from \( \gamma(t) \) to \( \gamma_{s(g), t(g)}(t) \). This way, we have associated to each \( g \in G \) sufficiently close to \( M \) an A-path \( P(g) \) that lies over the geodesic from \( s(g) \) to \( t(g) \). If \( w = (g_1, \ldots, g_k) \in W(G) \) is a well-formed word on \( G \), we write \( P(w) = P(g_k) \circ \cdots \circ P(g_1) \) (the concatenation of \( P(g_k), \ldots, P(g_1) \)).

Write \( \Delta[k] \) for the standard \( k \)-simplex:

\[
\Delta[k] = \left\{ (\lambda_0, \ldots, \lambda_k) \in \mathbb{R}^{k+1} \mid \lambda_i \geq 0, \sum_i \lambda_i = 1 \right\}.
\]

The boundary of \( \Delta[2] \) consists of three line segments. If \((g, h) \in U\), we will write \( \beta_{(g, h)} : \partial\Delta[2] \to M \) for the map that sends the first edge of \( \Delta[2] \) to the base path of \( P(g) \), the second edge to the base path of \( P(gh) \), and the third edge to the base path of \( P(h) \).

Let \( S'' \) be a neighborhood of the diagonal in \( M \times M \) such that for all \( (x, y) \in S'' \) there is a unique shortest geodesic from \( x \) to \( y \). Let

\[
S' = \{ (x, y, z) \in M \times M \times M \mid (x, y), (y, z), (x, z) \in S'' \}.
\]

If \((x, y, z) \in S'\), we will write \( \beta_{(x, y, z)} : \partial\Delta[2] \to M \) for the map that sends the edges of \( \Delta[2] \) to the three geodesics between \( x, y, \) and \( z \).

Consider now the space

\[
S = \left\{ (x, y, z, [\alpha]) \in S' \times \left( \text{maps } \Delta[2] \to M \text{ homotopy rel } \partial \right) : [\alpha]|_{\partial\Delta[2]} = \beta_{(x, y, z)} \right\}.
\]

For the natural topology on \( S \), the map \( \pi : S \to M^3 \), \( (x, y, z, [\alpha]) \mapsto (x, y, z) \) is continuous. For each \((x_0, y_0, z_0, [\alpha_0])\) there is an open neighborhood \( U \subset M^3 \) of \((x_0, y_0, z_0)\) and unique continuous section \( s : U \to S \) of \( \pi \) with \( s(x_0, y_0, z_0) = (x_0, y_0, z_0, [\alpha_0]) \). Hence, \( S \) has a unique smooth structure for which \( \pi \) is a local diffeomorphism. Note that

\[
T = \{ (x, y, z) \in M \times M \times M \mid x = y \text{ or } y = z \text{ or } x = z \}
\]

naturally sits inside \( S \) by

\[(x, y, z) \mapsto (x, y, z, [\text{maps whose image is contained in the image of } \beta_{(x, y, z)}]).\]

We can choose a map \( \varphi_2 : U \to S \) from a neighborhood \( U \) of \( T \) in \( M^3 \) such that

- \( \pi \circ \varphi_2 = \text{Id}_U \),
- \( \varphi_2|_T = \text{Id}_T \).

\[\uparrow\]

Recall that an open subset of a Riemannian manifold is uniformly normal if there exists some \( \delta > 0 \) such that the subset is contained in a geodesic ball of radius \( \delta \) around each of its points. See [3, lemma 5.12]. Important for us will be the fact that between any two points in a uniformly normal neighborhood, there is a unique minimizing geodesic, and it lies in this neighborhood.
Definition 6.13. Suppose that $G$ is a local Lie groupoid over $M$, and that we have chosen auxiliary information $(f, \langle \cdot, \cdot \rangle, \nabla, \varphi_2)$ as above. We say that $G$ is \textit{shrunk} if

1. the isotropy groups $G_x$ are simply connected,
2. for each $x \in M$, the map $G_x \to \mathcal{G}(\mathfrak{g}_x)$ is injective,
3. the path $P(g)$ is defined for every $g \in G$,
4. if $(g, h) \in \mathcal{U}$, then $\{s(h), t(h) = s(g), t(g)\} \in \mathcal{U}$, so that we may write $\varphi_2(g, h) := \varphi_2(s(h), t(h), t(g))$, and
5. for every $(g, h) \in \mathcal{U}$, the class of $P(gh)$ (as $A$-path modulo $A$-homotopy along trivial spheres) equals $\tilde{\partial}(P(g, h), \varphi_2(g, h))$.

Every transitive local Lie groupoid has an open neighborhood of the identities that is shrunk (after restricting). The first three conditions can be satisfied by shrinking $G$. The fourth can be satisfied by restricting the multiplication. The last condition can be satisfied by shrinking and restricting: it is automatically satisfied for a global Lie groupoid, and over every contractible neighborhood $U$, the algebroid is integrable (and over $U$ and near $M$, the local groupoid is isomorphic to a global integration of $A|_U$, so that the condition holds for these small groupoid elements). Note that if a local Lie groupoid is shrunk it satisfies (H1)-(H3).

Proposition 6.14. Suppose that $G$ is a shrunk local Lie groupoid over $M$. If $w = (w_1, \ldots, w_k)$ and $w' = (w'_1, \ldots, w'_{k'})$ are equivalent words, then the $A$-paths $P(w_1, \ldots, w_k)$ and $P(w'_1, \ldots, w'_{k'})$ are $A$-homotopic.

Proof. It suffices to prove this if $w$ and $w'$ are elementarily equivalent, so we will assume that $w'$ is obtained from $w$ by multiplying the letters $w_i$ and $w_{i+1}$. The $A$-path

$$
\tilde{\partial}(P(w_i, w_{i+1}), \varphi_2(w_i, w_{i+1}))
$$

is homotopic to $P(w_i, w_{i+1})$ by construction. Because $G$ is shrunk, it is also $A$-homotopic to the $A$-path $P(w_i w_{i+1})$. We conclude that $P(w_i, w_{i+1})$ and $P(w_i w_{i+1})$ are $A$-homotopic, which suffices to prove the result.

Remark 6.15. The monodromy group $\tilde{\mathcal{N}}_x$ consists precisely of the $\mathfrak{g}_x$-homotopy classes of $\mathfrak{g}_x$-paths that are $A$-homotopic to the trivial path $0_x$. Hence, the previous proposition gives another proof of the inclusion $\text{Assoc}_x(G) \subset \tilde{\mathcal{N}}_x$ for a local Lie groupoid that is shrunk.

Suppose that $G$ is shrunk. We denote by $[n] \ (n \in \mathbb{N}_0)$ the objects of the simplicial category $\Delta$, so $[n]$ is a non-empty linearly ordered set of the form $[n] = \{0, 1, \ldots, n\}$.

To each simplicial map $[1] \to \mathbf{G}$, we can associate a curve in $M$ as before: we take the base curve $P(g)$ where $g$ is the image of the 1-cell. If we have a simplicial map $[2] \to \mathbf{G}$, we get a homotopy class of maps $\Delta[2] \to M$ rel boundary, namely $\varphi_2(g, h)$ as before, where $(g, h) \in \mathcal{U}$ is the image of the 2-cell. More generally, if we have a good complex $S$ and a simplicial map $\phi : S \to \mathbf{G}$, we get a homotopy class of maps $[\phi] : |S| \to M$ rel boundary, where $|S|$ is the geometric realization of $S$, by mapping each 1-cell and 2-cell as above.
Proposition 6.16. Suppose that $G$ is a shrunk local Lie groupoid over $M$ and fix $x \in M$. Consider $G_x$ as a subset of $\mathcal{G}(g_x)$ using the natural map $G_x \to \mathcal{G}(g_x)$. Suppose that $S$ is a good complex homeomorphic to a disk, and that

$$\phi : S \to G$$

is a simplicial map sending the boundary to $x$, so $\phi$ induces a class $[\phi] \in \pi_2(M, x)$. If one of the boundary words of $\phi$ is $(x)$, and the other boundary word is $(g_1, \ldots, g_k)$ with $g_1, \ldots, g_k \in G_x$ and $g_1 \cdots g_k \in G_x$, then $\partial([\phi]) \in \text{Assoc}_x(G)$.

For the proof we need the following two lemmas.

Lemma 6.17. Let $G$ be a shrunk local Lie groupoid. Suppose $S$ is a good complex homeomorphic to a disk, and $\phi : S \to G$ is a simplicial map with boundary words $w$ and $w'$. Then

$$\partial'(P(w), [\phi]) \text{ and } P(w')$$

are $A$-homotopic along a trivial sphere.

Proof. If $S$ has only one face, this follows immediately from condition [5] in the definition of a shrunk local groupoid. By induction on the number of faces of $S$, the statement follows. \hfill \Box

Lemma 6.18. Let $G$ be a source-simply connected Lie groupoid, and let $U \subset G$ be an open neighborhood of the identities, considered as a local Lie groupoid. Suppose that $g_1, \ldots, g_n \in U$ are such that their product $g = g_1 \cdots g_n$ lies in $U$. Then in $W(U)$ we have

$$(g_1, \ldots, g_n) \sim (g).$$

Proof. Apply the functor $\mathcal{AC}$ to the inclusion $U \hookrightarrow G$. We get $\mathcal{AC}(U) \to \mathcal{AC}(G) \cong G$, which is a morphism of Lie groupoids. It is an isomorphism at the level of Lie algebroids, and $G$ is source-simply connected, so this map is an isomorphism. In particular, it is an injection. Because the words $(g_1, \ldots, g_n), (g) \in W(U)$ are mapped to the same element of $G$, they must represent the same element of $\mathcal{AC}(U)$. This means that they are equivalent. \hfill \Box

Note that the last lemma is false if $G$ is not $s$-simply connected. For example, if we take $U = (-0.5, 0.5)/\mathbb{Z} \subset \mathbb{R}/\mathbb{Z} = G$, then $0.25 + 0.25 + 0.25 + 0.25 = 0$ in $G$, but $(0.25, 0.25, 0.25, 0.25) \not\sim (0)$ as words in $W(U)$.

Proof of Proposition 6.16. Let $w = (w_1, \ldots, w_k)$ be the other boundary word of $\phi$. By Lemma 6.17, $\partial([\phi])$ is the $g_x$-homotopy class of the $g_x$-path $P(w)$. Now working in $\mathcal{G}(g_x)$, we see that

$$\partial([\phi]) = \prod_{i=1}^k w_i.$$

By Lemma 6.18 applied to $G_x \subset \mathcal{G}(g_x)$, we have

$$(\partial([\phi])) \sim (w_1, \ldots, w_k) \quad \text{in } W(G_x).$$

In particular, this equivalence holds in $W(G)$. However, the map $\phi$ shows that $(w_1, \ldots, w_k) \sim (x)$ in $W(G)$ (by Proposition 6.11). This implies that $(\partial([\phi])) \sim (x)$ in $W(G)$, and so $\partial([\phi]) \in \text{Assoc}_x(G)$. \hfill \Box

We now state and prove the main theorem relating associators to monodromy.
Theorem 6.19. Suppose that $G$ is a shrunk local Lie groupoid over $M$ with Lie algebroid $A$. For $x \in M$, consider $G_x$ as a subset of $\mathcal{G}(g_x)$ using the natural map $G_x \to \mathcal{G}(g_x)$. Then

$$\text{Assoc}_x(G) = \tilde{N}_x(A) \cap G_x.$$  

Proof. The inclusion $\subseteq$ was Proposition 6.12. We now prove the inclusion $\supseteq$. By Proposition 6.16, it suffices to show that for every $[\alpha] \in \pi_2(M, x)$, there is a good complex $S$, homeomorphic to a disk, and a simplicial map $\phi : S \to G$, such that

1. the boundary of $S$ is mapped to $x$,
2. one of the boundary words of $\phi$ is $(x)$,
3. $[\phi] = [\alpha]$ as elements of $\pi_2(M, x)$.

Write $\Delta = \{(x, y) \in \mathbb{R}^2 \mid x \geq 0, y \geq 0, x + y \leq 1\}$. Represent $[\alpha]$ as a map $\alpha : \Delta \to M$, mapping the boundary of $\Delta$ to $x$. Fix a splitting $\sigma : TM \to A$ of the anchor. If $e$ is a sufficiently short oriented line segment in $\Delta$, from a point $v_1$ to a point $v_2$, we will associate to it an element $g_e$ of $G$, as follows. There is a tangent vector $V_e$ in $T_{\alpha(v_1)}M$ such that $t(\exp(\sigma(V_e))) = \alpha(v_2)$ (if $e$ is sufficiently short). Take $g_e = \exp(\sigma(V_e))$. The base path of $P(g_e)$ is then a geodesic from $\alpha(v_1)$ to $\alpha(v_2)$.

If $k$ is a positive integer, we can subdivide $\Delta$ into $k^2$ triangles, as shown in Figure 7. By choosing $k$ large enough, we can ensure that

(a) every edge $e$ of the triangulation is short enough to ensure that $g_e$ is defined,
(b) if $e_3, e_2, e_1$ are the edges of a face, the products $(g_{e_3}g_{e_2})g_{e_1}$ and $g_{e_3}(g_{e_2}g_{e_1})$ are both defined,
(c) if $e_3, e_2, e_1$ are the edges of a face, and $f_m, \ldots, f_1$ are edges of the triangulation forming a path of total Euclidean length at most 10 (as measured in $\mathbb{R}^2$) with $t(e_3) = s(e_1) = t(f_m)$, then the product

$$(g_{f_1}^{-1} \cdots (g_{f_m}^{-1}(g_{e_3}g_{e_2}g_{e_1})g_{f_m}) \cdots g_{f_1})$$

is defined (the brackets that are not specified may be put in any way).

Figure 7. The triangulation of $\Delta$, shown here for $k = 8$.  

If $k$ is large enough to guarantee these properties, we get an induced element of $\pi_2(M, x)$, as follows: we can map the 1-skeleton of the triangulated $\Delta$ to $M$ by mapping each vertex of the triangulation to its image under $\alpha$, and mapping each edge $e$ to the base path of $P(g_e)$. For each face of the triangulation, there is a
preferred homotopy class of map into $M$ (rel boundary), namely the one determined by $\varphi_2$. All in all, we get a well-defined homotopy class of map from $\Delta$ to $M$, rel $1$-skeleton. In particular, this defines a homotopy class of map from $\Delta$ to $M$, rel boundary, and hence an element of $\pi_2(M, x)$. After choosing $k$ larger if necessary, we may assume that this class is precisely $[\alpha]$.

Let us write $\varepsilon_{3k}, \ldots, \varepsilon_1$ for the $3k$ edges at the circumference of $\Delta$, in counterclockwise order starting at the origin $(0,0)$, and with the corresponding orientation (so $\varepsilon_k, \ldots, \varepsilon_1$ are oriented to the right, $\varepsilon_{2k}, \ldots, \varepsilon_{k+1}$ to the upper left, and $\varepsilon_{3k}, \ldots, \varepsilon_{2k+1}$ down). We will work with ordered sequences of oriented edges of the triangulation. Such a sequence of oriented edges $(e_n, \ldots, e_1)$ is well-formed if $e_i$ ends where $e_{i+1}$ starts (for all $i$). A block will be a well-formed sequence (possibly empty) of the form

$$(e_1^{-1}, \ldots, e_n^{-1}, e_{n+1}, \ldots, e_1),$$

where $e_i^{-1}$ is the edge $e_i$ with its opposite orientation. This name is chosen to be the same as in the proof of Theorem 4.10. If $F$ is one of the faces of the triangulation, a lace around $F$ will be a sequence of the form

$$(e_1^{-1}, \ldots, e_n^{-1}, c, b, a, e_{n+1}, \ldots, e_1),$$

where $a, b, c$ are the three sides of $F$, oriented counterclockwise, and $e_1$ starts at $(0,0)$. (So it loops around $F$ once, and encloses nothing else.) The words $(e_n, \ldots, e_1)$ and $(e_1^{-1}, \ldots, e_n^{-1})$ are the ends of the lace.

Now let $(e_n, \ldots, e_1)$ be a sequence of oriented edges of the triangulation that simultaneously satisfies the conditions

(a) the sequence can be obtained from $(\varepsilon_{3k}, \ldots, \varepsilon_2, \varepsilon_1)$ by repeated insertion of blocks,

(b) the sequence is a concatenation of laces $\ell_N, \ldots, \ell_1$, one around each face of the triangulation, and each end of a lace has at most $2k$ edges (which certainly ensures that the total euclidean length of the edges of that end is less than $10$).

Such a sequence always exists. Figure 8 shows an example for $k = 2$.

The video at \url{http://math.uiuc.edu/~michiel2/edge-sequence/} illustrates an appropriate sequence of edges for $k = 5$, which can immediately be generalized to work for any value of $k$. Note that for each of the laces, the product of the elements associated to the edges is defined if we use the order as in (7). We will call this the product of the lace.

Now this sequence allows us to build up the required good complex $S$ and the simplicial map $\phi : S \to G$. Start with the complex $W_1$, mapped to the element $x$. Expand $3k - 1$ times, to get a good complex with two boundary paths: one is the original $W_1$, the other is a copy of $W_{3k}$. On the complex we have so far, $\phi$ will still map everything to $x$.

Recall that $(e_n, \ldots, e_1)$ can be obtained from $(\varepsilon_{3k}, \ldots, \varepsilon_1)$ by insertion of blocks. This means that the word $(g_{e_n}, \ldots, g_{e_1})$ can be obtained from $(x, \ldots, x)$ by expansion. Expanding our good complex further, we therefore get a complex and a map $\phi$ with boundary words $(x)$ and $(g_{e_n}, \ldots, g_{e_1})$.

Now we group the $(e_n, \ldots, e_1)$ by laces. Because the corresponding products are defined, we may now continue building our good complex using contractions. This results in a complex and map $\phi$ with boundary words $(x)$ and $(p_N, \ldots, p_1)$, where
Figure 8. A sequence of edges that satisfies the conditions in the proof of Theorem 6.19, for \( k = 2 \), from the black dot to the white dot. The sequence is both of the form (lace around \( F_1 \), lace around \( F_2 \), lace around \( F_3 \), lace around \( F_4 \)), and of the form \((\varepsilon_1, \varepsilon_2, \varepsilon_3, \text{block}, \varepsilon_4, \varepsilon_5, \text{block}, \text{block}, \varepsilon_6)\).

\( p_i \) is the product of the \( i \)th lace. By construction, this simplicial map \( \phi \) induces \( [\alpha] \), proving the result. \( \square \)

7. Simplicial monodromy groups

The results of the previous section have an even more conceptual simplicial interpretation as we now explain. We will continue to assume that \( G \rightrightarrows M \) denotes a transitive local Lie groupoid.

7.1. The simplicial viewpoint. The nerve \( G = \{G(n)\} \) of a groupoid is a simplicial set, so we have its geometric realization \(|G|\) (we are ignoring the manifold structure of \( G \), treating it simply as a set). Since \( M \) sits naturally inside \(|G|\), for each \( x \in M \) we have the \( n \)-homotopy group of \(|G|\) based at \( x \) which we denote by \( \pi_n(G, x) \). As for any topological space, we also have the fundamental groupoid \( \Pi_1(|G|) \rightrightarrows |G| \) and we consider its restriction to \( M \) which we denote by \( \Pi_1(G) \rightrightarrows M \). Note that the isotropy group at \( x \) of \( \Pi_1(|G|) \) is precisely \( \pi_1(G, x) \).

Because, in general, \( G \) is not Kan the usual combinatorial description of the groups \( \pi_n(G, x) \) does not apply. One could consider the Kan completion and then proceed with the usual description. For our purposes, we only need to deal with \( \pi_1 \) and \( \pi_2 \) for which one has a relatively simple combinatorial description due to Moore and Smith (see [14][16]), which we will recall below. Using these descriptions we give simplicial interpretations of our previous constructions. For example, the associative completion has the following interpretation.

**Theorem 7.1.** If \( G \) is a strongly connected local Lie groupoid, then there is an isomorphism of groupoids:

\[ \mathcal{A}C(G) \simeq \Pi_1(G). \]
Now, given a local Lie groupoid \( G \Rightarrow M \), we can consider the short exact sequence associated with the map \((t, s) : G \to M \times M\): if \( U \subset (M \times M) \) is the image of \((t, s)\) (a local subgroupoid of the pair groupoid), then this exact sequence is:

\[
1 \longrightarrow I(G) \longrightarrow G \longrightarrow U \longrightarrow 1,
\]

where \( I(G) = \bigcup_{x \in M} G_x \) denotes the bundle of isotropies. Assuming that this induces a fibration of the associated simplicial sets, we obtain a long exact sequence:

\[
\cdots \longrightarrow \pi_2(U, x) \longrightarrow \pi_1(I(G), x) \longrightarrow \pi_1(G, x) \longrightarrow \pi_1(U, x) \longrightarrow \cdots.
\]

By Theorem 7.1, this can be rewritten as:

\[
\cdots \longrightarrow \pi_2(U, x) \longrightarrow \text{AC}(G_x) \longrightarrow \text{AC}_x(G) \longrightarrow \text{AC}_x(U) \longrightarrow \cdots.
\]

Comparing these exact sequences with the sequences (4), (5), and (6), it is tempting to call the connecting homomorphism \( \partial^* : \pi_2(U, x) \to \text{AC}(G_x) \) the simplicial monodromy map. The main issue with this approach is whether (8) actually defines a simplicial fibration.

Below, for a general transitive local groupoid, we will construct a monodromy map \( \partial^* : \pi_2(U, x) \to K_1/\delta(K_2) \), for which we have a long exact sequence as above. We will see also that there is a natural group homomorphism \( \text{AC}(G_x) \to K_1/\delta(K_2) \). For a strongly connected groupoid we show that this map is surjective and we conjecture that it is also injective. We are able to prove this for a shrunk groupoid, in which case we also show the following.

**Theorem 7.2.** Let \( G \) be a local Lie groupoid which is shrunk. Then there is a map \( \partial^* : \pi_2(U, x) \to \text{AC}(G_x) \) giving a long exact sequence (9), and fitting into a commutative diagram:

\[
\begin{array}{ccc}
\pi_2(M, x) & \xrightarrow{\partial} & \mathcal{G}(g_x) \\
\downarrow & & \downarrow \\
\pi_2(U, x) & \xrightarrow{\partial^*} & \text{AC}(G_x)
\end{array}
\]

where the vertical arrows are isomorphisms.

The second vertical arrow in the square above is just the isomorphism induced from the canonical map \( G_x \to \mathcal{G}(g_x) \) that exists for a shrunk local Lie groupoid. Then this result explains more conceptually the equality \( \text{Assoc}_x(G) = \tilde{N}_x(A) \cap G_x \) stated in Theorem 6.19. In fact, the proof of Theorem 7.2 will use arguments from the proof of Theorem 6.19.

The following is an interesting consequence of Theorem 7.2. We will give the proof later.

**Corollary 7.3.** If \( G \) is a local Lie groupoid which is shrunk, then there is an isomorphism of topological groupoids \( \text{AC}(G) \simeq \mathcal{G}(A) \).
7.2. Simplicial homotopy groups. We recall the combinatorial description of the simplicial homotopy groups in degree 1 and 2 for a (possibly non-Kan) simplicial set, due to Moore and Smith (see [13,16]).

First, for a set $S$ we will denote by $F(S)$ the free group on $S$. More generally, for a quiver $X^1 ightrightarrows X^0$, we have the associated free groupoid $F(X^1) ightrightarrows X^0$ (sometimes also called the groupoid of the quiver): it consists of reduced well-formed words of elements of $X^1$ and their formal inverses, with multiplication obtained by concatenation of reduced words (note that a set $S$ can be thought of as a quiver with $X^1 = S$ and $X^0 = \{\ast\}$). A typical element of $F(X^1)$ is written as:

$$w = w_1^i \cdot \cdots \cdot w_k^i,$$

where one defines: $t(w_i^{-1}) := s(w_i)$ and $s(w_i^{-1}) := t(w_i)$. For each $x \in X^0$ one denotes by $1_x$ the “empty word” at $x$, which by definition has source and target $x$ and is such that $w_i \cdot w_i^{-1} = 1_{t(w_i)}$ and $w_i^{-1} \cdot w_i = 1_{s(w_i)}$. We denote by $\cdot$ the groupoid multiplication on $F(X^1)$. Note also that if $X^1 \rightrightarrows X^0$ is a topological quiver, then $F(X^1) \rightrightarrows X^0$ is a topological groupoid in a natural way.

Now, given any simplicial set $X = \{X^n\}$, fix $x \in X$. One defines groups $\Gamma_i(x)$ as follows:

- $\Gamma_1(x) := F(X^1)_x$ (the isotropy group of $F(X^1) \rightrightarrows X^0$ at $x$);
- $\Gamma_2(x) := F(Y_x)/\sim$, where $Y_x$ is the set:
  $$Y_x := \{(w, \sigma) \in F(X^1) \times X^2 : t(w) = x, s(w) = d_0d_1\sigma\},$$
  and $\sim$ is the equivalence relation generated by:
  $$(w_1, \sigma_1) \cdot (w_1 \cdot w_2, \sigma_2) \sim (w_1 \cdot d\sigma_1 \cdot w_2, \sigma_2) \cdot (w_1, \sigma_1).$$

Here, given $\sigma \in X^2$, we denote by $d\sigma \in F(X^1)d_0d_1\sigma$ its boundary:

$$d\sigma := d_0\sigma \cdot d_2\sigma \cdot (d_1\sigma)^{-1}.$$

- $\Gamma_3(x) = F(Z_x)/\sim$, where $Z_x$ is the set:
  $$Z_x := \{(\xi, (w, \tau)) \in F_2(x) \times (F(X^1) \times X^3) : t(w) = x, s(w) = d_0d_1d_2\tau\},$$
  and $\sim$ is the equivalence relation generated by:
  $$(\xi \cdot (w_1, \sigma), (w_1 \cdot w_2, \tau)) \sim (\xi, (w_1 \cdot d\sigma_1 \cdot w_2, \tau)).$$

We also define a group homomorphism $\delta : \Gamma_2(x) \to \Gamma_1(x)$ by setting on generators:

$$(w, \sigma) \mapsto w \cdot d\sigma \cdot w^{-1},$$

and another group homomorphism $\delta : \Gamma_3(x) \to \Gamma_2(x)$, by setting on generators:

$$(\xi, (w, \tau)) \mapsto \xi \cdot (w, d_3\tau) \cdot (w, d_1\tau)^{-1} \cdot (w, d_2\tau) \cdot (w \cdot (d_2d_3\tau)^{-1}, d_0\tau) \cdot \xi^{-1}.$$

These homomorphisms define a complex of groups:

$$\Gamma_3(x) \xrightarrow{\delta} \Gamma_2(x) \xrightarrow{\delta} \Gamma_1(x)$$

such that $\text{Im} \delta \subset \Gamma_i(x)$ are normal subgroups, $\text{Ker} \delta \subset \Gamma_2(x)$ is a central subgroup and one has:

$$\pi_1(|X|, x) = \Gamma_1(x)/\text{Im} \delta, \quad \pi_2(|X|, x) = \text{Ker} \delta/\text{Im} \delta.$$

Moreover, one can define a groupoid over $X^0$ by setting:

$$\Pi_1(X) = F(X^1)/\sim,$$
where $\approx$ is the equivalence relation

$$w_1 \approx w_2 \quad \text{if and only if} \quad \begin{cases}
 s(w_1) = s(w_2), \\
 t(w_1) = t(w_2), \\
 w_2 = w_1 \cdot \delta(\Gamma_2(s(w_1))),
\end{cases}$$

and one finds that this coincides with the restriction of the fundamental groupoid of $|X|$ to $X^0$.

Theorem 7.1 now follows from the following.

**Proposition 7.4.** Let $G$ be a strongly connected local Lie groupoid and let $w_1, w_2 \in W(G)$. Then $w_1 \sim w_2$ if and only if $\bar{w}_1 \approx \bar{w}_2$, where for a word $w$, we denote by $\bar{w}$ the corresponding element in $F(G(1))$.

**Proof.** The proof is similar to the group case, which is given in [16]. We redo here the direct implication and leave the reverse implication for the reader.

In order to prove the direct implication, we can assume that $w_1$ and $w_2$ differ by an elementary contraction:

$$w_1 = (g_1, \ldots, g_i, \ldots, g_k), \quad w_2 = (g_1, \ldots, u, v, \ldots, g_k),$$

where $g_i = uv$. Now define an element in $\eta \in \Gamma_2(s(w_1))$ by setting:

$$\eta := (g_i \cdots g_k)^{-1}, (u, v).$$

Then:

$$\delta(\eta) = (g_i \cdots g_k)^{-1} \cdot u \cdot v \cdot (uv)^{-1} \cdot g_i \cdots g_k.$$

Hence, we find:

$$\bar{w}_2 = \bar{w}_1 \cdot \delta(\eta) \iff \bar{w}_1 \approx \bar{w}_2.$$

\[ \square \]

### 7.3. Simplicial monodromy groups

Consider a (transitive) local groupoid $G \rightrightarrows M$. The map

$$\phi := (t, s) : G \rightarrow M \times M,$$

has as image an open $U \subset M \times M$ containing the diagonal. We can view $U$ as a local groupoid over $M$ (a subgroupoid of the pair groupoid). Fixing $x \in M$, the surjective local groupoid morphism $\phi$ induces surjective group homomorphisms:

$$\phi_* : \Gamma_i^G(x) \rightarrow \Gamma_i^U(x) \quad (i = 1, 2, 3).$$

Denoting the kernel of this map by $K_i$ and omitting the reference to the base point $x$, we obtain a commutative diagram with exact rows:

$$\begin{array}{ccc}
\Gamma_3^G & \xrightarrow{\phi_*} & \Gamma_3^U \\
\delta \downarrow & & \delta \\
1 & \xrightarrow{\delta} & K_2 \\
\delta \downarrow & & \delta \\
1 & \xrightarrow{\delta} & K_1 \\
\phi_* \downarrow & & \phi_* \\
1 & \xrightarrow{\delta} & K_1 \\
\end{array}$$

It follows that we have a long exact sequence:

$$\cdots \rightarrow \pi_2(U, x) \xrightarrow{\partial_*} K_1/\delta(K_2) \rightarrow \pi_1(G, x) \rightarrow \pi_1(U, x) \rightarrow \cdots.$$
Definition 7.5. The morphism $\partial^s : \pi_2(U, x) \to K_1/\delta(K_2)$ is called the simplicial monodromy map of $G$ at $x$. Its image is called the simplicial monodromy group of $G$ at $x$.

Note that, in general, $K_i \neq \Gamma_i^{G_x}$. However, we have the following.

Lemma 7.6. Assume that $G$ is strongly connected. Then the map:

$$G_x \to K_1/\delta(K_2), \quad g \mapsto (g \cdot x^{-1})\delta(K_2),$$

defines a morphism of local groupoids that extends to a surjective group homomorphism $\mathcal{AC}(G_x) \to K_1/\delta(K_2)$.

Proof. First we check that the map is a local group homomorphism. If $g_1, g_2 \in G_x$ and $g_1 g_2$ is defined, we need to show that:

$$(g_1 \cdot x^{-1})\delta(K_2) \cdot (g_2 \cdot x^{-1})\delta(K_2) = (g_1 g_2 \cdot x^{-1})\delta(K_2).$$

This follows because $\delta(K_2) \subset \Gamma_1^G$ is a normal subgroup and we have:

$$(g_1 \cdot x^{-1}) \cdot (g_2 \cdot x^{-1}) \cdot (K_1 g_2 \cdot x^{-1})^{-1} = g_1 \cdot x^{-1} \cdot g_2 \cdot x^{-1} \cdot x \cdot (g_1 g_2)^{-1}$$

$$= g_1 \cdot x^{-1} \cdot g_2 \cdot (g_1 g_2)^{-1}$$

$$= g_1 \cdot x^{-1} \cdot g_1^{-1} \cdot g_1 \cdot g_2 \cdot (g_1 g_2)^{-1}$$

$$= \delta((g_1, x)^{-1} \cdot (g_1, g_2)) \in \delta(K_2),$$

since $\phi_x((g_1, x)^{-1} \cdot (g_1, g_2)) = (x, x)^{-1} \cdot (x, x) = \text{empty word}.$

To show that the map is surjective, we will check that:

(i) $K_1/\delta(K_2)$ is a topological group which is connected.

(ii) The image of $G_x \to K_1/\delta(K_2)$ is an open neighborhood of the unit.

It follows that the image of $G_x$ generates $K_1/\delta(K_2)$, so $\mathcal{AC}(G_x) \to K_1/\delta(K_2)$ is a surjective group homomorphism.

The topology on $K_1/\delta(K_2)$ is the quotient topology induced from the subspace topology on $K_1 \subset \Gamma_1^G(x)$ ($F(G)$ is a topological groupoid, so $\Gamma_1^G(x) := F(G^1)_x$ is a topological group). The image of the map $G_x \to \mathcal{AC}(G_x)$ is an open neighborhood of the unit and this map factors through the map $G_x \to K_1/\delta(K_2)$. Hence, the image of $G_x \to K_1/\delta(K_2)$ is an open neighborhood of the unit. To check that $K_1/\delta(K_2)$ is connected, choose any word $w \in K_1$

$$w = g_1^{\varepsilon_1} \cdot \cdot \cdot g_k^{\varepsilon_k}, \quad (g_i \in G, \varepsilon_i = \pm 1).$$

Here $k$ must be even and there exists an involution $\sigma \in S_k$ such that for each $g_i$ with $\varepsilon_i = 1$ there exists a $g_{\sigma(i)}$ with $\varepsilon_{\sigma(i)} = -1, s(g_i) = s(g_{\sigma(i)})$ and $t(g_i) = t(g_{\sigma(i)})$. Since $G$ is strongly connected, we can find a path of words $w(t) \in K_1$ with $w(1) = w$ and

$$w(0) = x^{\varepsilon_1} \cdot \cdot \cdot x^{\varepsilon_k}.$$ 

Now, $w(0) \in \delta(K_2)$ since we have that $x = \delta(x, x)$ and $(x, x)^{\varepsilon_1} \cdot \cdot \cdot (x, x)^{\varepsilon_k} \in K_2$. So any element in $K_1/\delta(K_2)$ can be connected to the unit. □

We conjecture that the map $\mathcal{AC}(G_x) \to K_1/\delta(K_2)$ is also injective, so that $\mathcal{AC}(G_x) \simeq K_1/\delta(K_2)$. This would mean that we could view the simplicial monodromy map as a homomorphism:

$$\partial^s : \pi_2(U, x) \to \mathcal{AC}(G_x).$$

We do not know how to prove injectivity for a general strongly connected local groupoid.
Proposition 7.7. If $G$ is a shrunk local Lie groupoid, then there are group isomorphisms:

$$K_1/\delta(K_2) \simeq \mathcal{AC}(G_x) \simeq \mathcal{G}(\mathfrak{g}_x).$$

Proof. Since $G$ is shrunk, we have a local group morphism $G_x \to \mathcal{G}(\mathfrak{g}_x)$. Applying the functor $\mathcal{AC}(\cdot)$ we obtain a morphism of topological groupoids $\mathcal{AC}(G_x) \to \mathcal{G}(\mathfrak{g}_x)$. But $G_x$ is a 1-connected local Lie group, so by Corollary 7.1, we have that $\mathcal{AC}(G_x)$ is a Lie group and $\mathcal{AC}(G_x) \to \mathcal{G}(\mathfrak{g}_x)$ is a Lie group homomorphism. Since $\mathcal{AC}(G_x)$ and $\mathcal{G}(\mathfrak{g}_x)$ have the same Lie algebra and the latter is 1-connected, it follows that this map is actually an isomorphism.

We show that the isomorphism $\mathcal{AC}(G_x) \simeq \mathcal{G}(\mathfrak{g}_x)$ factors into group homomorphisms:

$$\begin{array}{ccc}
K_1/\delta(K_2) & \xrightarrow{\mathcal{AC}(G_x)} & \mathcal{G}(\mathfrak{g}_x) \\
\end{array}$$

The morphism $\mathcal{AC}(G_x) \to K_1/\delta(K_2)$ was given in Lemma 7.6 and it is surjective. So to complete the proof it remains to construct a morphism $K_1/\delta(K_2) \to \mathcal{G}(\mathfrak{g}_x)$ making the diagram commute.

Write an element $w \in K_1$ in the form:

$$w = g_1^{\varepsilon_1} \cdot \cdots \cdot g_k^{\varepsilon_k}, \quad (g_i \in G, \varepsilon_i = \pm 1).$$

Using the fact that $\phi_\ast(w)$ is the empty word (the unit in $\Gamma^L_1(x)$), we associate to $w$ a $\mathfrak{g}_x$-path (which represents an element in $\mathcal{G}(\mathfrak{g}_x)$) by proceeding inductively as follows.

Step 1. We first choose all the successive pairs of arrows in $w$ of the form:

$$\cdots y \xrightarrow{g} z \xleftarrow{h} y \cdots .$$

Notice that, since $\phi_\ast(w)$ is the empty word, there must exist at least one such pair. The $A$-paths $P(g)$ and $P(h)$ have opposite base paths (the geodesics connecting $y$ and $z$). Hence, we can find an $A$-homotopy along trivial spheres from $P(g) \circ P(h)^{-1}$ to a $\mathfrak{g}_y$-path $p(t)$. In this way, we have “removed” all such vertices $z$ from the word $w$ and replaced them by $\mathfrak{g}_y$-paths.

Step 2. After step 1, we will have new successive pairs of arrows (at least one, since $\phi_\ast(w)$ is the empty word), but now the vertices will have $\mathfrak{g}_y$-paths and/or $\mathfrak{g}_x$-paths attach to them:

$$\cdots y \xrightarrow{g} z \xleftarrow{h} y \cdots .$$

Again, the $A$-paths $P(g)$ and $P(h)$ have opposite base paths, while $p_i(t)$ are $A$-paths with constant base paths, so we can find an $A$-homotopy along trivial spheres from $p_1 \circ P(g) \circ p_2 \circ P(h)^{-1} \circ p_3$ to a $\mathfrak{g}_y$-path $p(t)$.
After applying step 2 as many times as possible, we are left in the end with a $g_x$-path whose $g_x$-homotopy class defines an element $[p(t)] \in G(g_x)$.

In order to have a well-defined morphism $K_1/\delta(K_2) \to G(g_x)$ we need to check that this construction associates to an element in $\delta(K_2)$ a $g_x$-path which is $g_x$-homotopic to the trivial path. But this follows from property (5) in the definition of a shrunk Lie groupoid (see Definition 5) and the fact that every element in $K_2$ contains pairs $(w_1, (g_1, h_1))$ and $(w_2, (g_2, h_2)^{-1})$, where $(g_1, h_1), (g_2, h_2) \in G(2)$ satisfy $\varphi_2(g_1, h_1) = \varphi_2(g_2, h_2)$.

Using this result, we can now complete the proof of Theorem 7.2.

**Proof of Theorem 7.2** From the previous proposition, we already know that there is a well-defined map $\partial^* : \pi_2(U, x) \to AC(G_x)$ giving a long exact sequence $\mathfrak{9}$. We turn to the proof of the existence of a commutative diagram:

$$
\begin{array}{ccc}
\pi_2(M, x) & \xrightarrow{\partial} & G(g_x) \\
\downarrow & & \downarrow \\
\pi_2(U, x) & \xrightarrow{\partial^*} & AC(G_x)
\end{array}
$$

with vertical arrows which are isomorphisms. Note that the only map that is missing is the right vertical arrow.

Since $G$ is shrunk, for every pair $(x, y) \in U$ there is a unique geodesic connecting $x$ to $y$, so the source fibers of $U \Rightarrow M$ are simply connected. It follows that:

$$AC(U) \simeq \Pi_1(M),$$

and, in particular, $\pi_1(U, x) \simeq \pi_1(M, x)$. We are looking for the degree 2 version of this isomorphism.

Given an element $[\alpha] \in \pi_2(M, x)$, represented by a map $\alpha : \Delta \to M$, we subdivide $\Delta$ into $k^2$ triangles as in the proof of Theorem 6.19. The subdivision is such that $e_3, e_2,$ and $e_1$ are the edges of a face; then $(e_2, e_1) \in U^{(2)}$. For the resulting triangulation, we can associate to each lace around a face $F$:

$$ (e_1^{-1}, \ldots, e_n^{-1}, c, b, a, e_n, \ldots, e_1),$$

the element $(w_F, \sigma_F)$ where $w_F = e_1^{-1} \cdot \ldots \cdot e_n^{-1}$ and $\sigma_F = (b, a)$. If $F_1, \ldots, F_k$ is the ordered list of faces of $\Delta$, then we obtain an element:

$$ (w_{F_1}, \sigma_{F_1}) \cdot \ldots \cdot (w_{F_k}, \sigma_{F_k}) \in \Gamma^U_2(x).$$

We leave it as an exercise to check that this defines a morphism $\pi_2(M, x) \to \pi_2(U, x)$.

Now consider the construction in the proof of Theorem 6.19 which to $[\alpha]$ associates a simplicial map $\phi : S \to G$ with $[\phi] = [\alpha]$. One of the boundary words of $\phi$ is $(x)$ and the other gives an element $(g_1, \ldots, g_k) \in AC(G_x)$. In the present language, this yields the composition of the map $\pi_2(M, x) \to \pi_2(U, x)$ that we have just constructed with the simplicial monodromy map $\partial^* : \pi_2(U, x) \to AC(G_x)$. Hence, the proof of Theorem 6.19 shows that the diagram above is commutative and that the first vertical arrow must be an isomorphism.

**Proof of Corollary 7.3** We already know that the morphism $AC(G) \to G(A)$ is surjective. We only need to show that it is injective, i.e., that it restricts to an
isomorphism on isotropy groups. But the two exact sequences (5) and (9), together with the diagram in Theorem 7.2, show that this is indeed the case.
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