THE GLOBAL SOLUTIONS TO A CARTAN’S REALIZATION PROBLEM

RUI LOJA FERNANDES AND IVAN STRUCHINER

Abstract. We introduce a systematic method to solve a type of Cartan’s realization problem. Our method builds upon a new theory of Lie algebroids and Lie groupoids with structure group and connection. This approach allows to find local as well as complete solutions, their symmetries, and to determine the moduli spaces of local and complete solutions. We illustrate our method with the problem of classification of extremal Kähler metrics on surfaces.

Contents

0. Introduction 1
1. Prelude: an example 6
2. $G$-structure groupoids and connections 10
3. $G$-structure algebroids and connections 18
4. Construction of solutions 28
5. $G$-integrability 34
6. Solutions to Cartan’s Realization Problem 44
7. Symmetries and moduli space of solutions 53
8. $G$-structure algebroids and geometric structures 59
9. Extremal Kähler metrics on surfaces 65
References 75

0. Introduction

This paper solves the existence, equivalence and classification problems for finite dimensional families of $G$-structures that can be formalized as a Cartan’s Realization Problem. These include many interesting, non-trivial, geometric classification problems, such as Ricci type symplectic connections, Bochner bi-Lagrangian manifolds, Bochner-Kähler metrics, torsionless symplectic connections with exceptional holonomy groups $\text{Spin}(2, 10)$, $\text{Spin}(6, 6)$, and $\text{Spin}(12, \mathbb{C})$, surface metrics of Hessian type, among others (see [1, 2, 4, 5, 14, 17]).

In order to explain the type of Cartan’s realization problem that we are interested in, recall that given a $G$-structure $F_G(M) \to M$, the tautological 1-form
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θ ∈ Ω¹(F_G(M), R^n) together with a connection 1-form ω ∈ Ω¹(F_G(M), g), give a coframe (θ, ω) on F_G(M) which satisfy the well-known structure equations:

\[
\begin{align*}
\text{d}θ &= c(θ ∧ θ) − ω ∧ θ \\
\text{d}ω &= R(θ ∧ θ) − ω ∧ ω
\end{align*}
\]

We are interested in “finite-dimensional” families of G-structures obtained by imposing restrictions on the curvature R and/or torsion c. This can be formulated by requiring that R and c factor through a G-equivariant map h : F_G(M) → X into a G-manifold X, so that R = R(h) and c = c(h) for G-equivariant maps R : X → Hom(Λ²R^n, g) and c : X → Hom(Λ²R^n, R^n). Loosely speaking, X is the space of possible values of the torsion and curvature.

Since the pair (θ, ω) is a coframe in F_G(M), the map h : F_G(M) → X also satisfies structure equations:

\[
\text{d}h = F(h, θ) + ψ(h, ω),
\]

where F : X × R^n → TX is a G-equivariant vector bundle map and ψ : X × g → TX is the infinitesimal action of g on X.

The G-manifold X, together with the maps c : X → Hom(Λ²R^n, R^n), R : X → Hom(Λ²R^n, g) and F : X × R^n → TX, is the data that specifies the family of G-structures of the classification problem at hand. This data is known a priori and it usually arises from a differential analysis of the problem. Once this data is given, one would like to find all G-structures that satisfy the associated structure equations (0.1) and (0.2). Bryant in the appendix of [2] calls this a Cartan’s realization problem and it can be formulated precisely as follows:

**Problem (Cartan’s Realization Problem).** One is given Cartan Data:

- a closed Lie subgroup G ⊂ GL(n, R); 
- a G-manifold X with infinitesimal action ψ : X × g → TX; 
- equivariant maps c : X → Hom(Λ²R^n, R^n), R : X → Hom(Λ²R^n, g) and F : X × R^n → TX;

and asks for the existence of solutions:

- an n-dimensional orbifold M; 
- a G-structure F_G(M) → M with tautological form θ ∈ Ω¹(F_G(M), R^n) and connection 1-form ω ∈ Ω¹(F_G(M), g); 
- an equivariant map h : F_G(M) → X;

satisfying the structure equations (0.1) and (0.2).

For reasons to be discussed later, we allow for our solutions to be orbifolds: while F_G(M) is a manifold, the G-action is proper but only locally free, so M = F_G(M)/G is an (effective) orbifold. For a concrete example of how such a realization problem arises see Section 1.1 where we discuss the problem of finding extremal Kähler metrics on surfaces.

The ultimate goal is to find versal families of solutions to Cartan’s Realization Problem. Such a family consists of a submersion s : Γ → X with a principle G-action along its fibers, such that each fiber s⁻¹(x) is a solution to the problem. The key observation is that such families of G-structures are not arbitrary families. Rather they are families parameterized by the source map of a Lie groupoid. We formalize this idea precisely in the new notion of a G-structure groupoid Γ ⇒ X, namely a Lie groupoid with a G-action compatible with the groupoid multiplication.
and making the source fibers into $G$-structures. The corresponding infinitesimal notion, called a $G$-
structure algebroid $A \to X$, is precisely the object that one can associate to Cartan Data.

The idea of using Lie algebroids in connection to Cartan’s realization problems
is not new. It is goes back to the work of R. Bryant [2, Appendix], who also popularized it in various talks (see also [10]). The novelty in our work is twofold:

(i) we include the structure group $G$, leading to the notion of a $G$-
structure algebroid and its global counterpart a $G$-
structure groupoid, and
(ii) we equip $G$-structure algebroids and $G$-structure groupoids with connections, since our $G$-structures come equipped with connections.

As we shall see, these two points are crucial and they also allow us to deal with global issues.

Using $G$-structure Lie groupoid theory we give complete answers to the following classification problems:

**Classification of solutions:** Characterize all solutions of a Cartan’s realization problem up to equivalence.

**Classification of symmetries:** Determine the group of symmetries and the Lie algebra of infinitesimal symmetries of a given solution.

**Moduli space of solutions:** Find, if any, the differential structure of the moduli space of solutions of a Cartan’s realization problem.

In all these problems it is important to distinguish between local and global solutions to Cartan’s problem. By a germ of solution of Cartan’s problem we mean a solution $(F_M, (\theta, \omega), h)$ with $M = U/\Upsilon$, where $U$ is an open neighborhood of $0 \in \mathbb{R}^n$ acted upon by some finite subgroup $\Upsilon \subset \text{Diff} (\mathbb{R}^n)$. Two such solutions with domains $U_1/\Upsilon$ and $U_2/\Upsilon$ are identified if they coincide on some smaller neighborhood of $0$. Note that a germ of solution comes with a marked point, namely $0$. Hence, by restricting a realization to neighborhoods of different points one may obtain inequivalent germs of realizations. This means that the local versions of the classifications problems, the moduli space of germs of solutions, etc., in general look quite different from their global counterpart.

On the global side, we shall introduce the notion of complete solution. These are, in some sense, maximal solutions which do not admit any extension to a larger domain. For example, when $G \subset O(n)$ is a compact Lie group and $\omega$ is the Levi-Civita connection, we will see that the notion of complete solution is related with the usual notion of completeness of the Riemannian metric on $M$. We shall provide answers to the classification problems above for both local and complete solutions. The method we will present also allows, in principle, to find explicit solutions to a given realization problem.

After setting up the notions of $G$-structure groupoids and $G$-structure algebroids with connection, our first result extends a remark of Bryant (see [2, Appendix]):

**Theorem 0.1.** Let $(G, X, c, R, F)$ be a Cartan Data. If for each $x \in X$ there exists a solution $(F_M, (\theta, \omega), h)$ with $x \in \text{Im} h$, then the Cartan Data determines a $G$-
structure algebroid with connection $A \to X$. In this case, solutions are in one to
one correspondence with bundle maps

\[
\begin{array}{ccc}
TP & \xrightarrow{(\theta,\omega)} & A \\
\downarrow & & \downarrow \\
P & \xrightarrow{h} & X
\end{array}
\]

which are morphisms of $G$-structure algebroids with connection.

The special bundle maps that appear in the statement of the theorem are called $G$-realizations of $A$. Therefore we have a 1:1 correspondence:

\[
\begin{array}{ccc}
\{ \text{Cartan Data} \} & \xleftarrow{1-1} & \{ G\text{-structure algebroid }A \text{ with connection} \} \\
\{ \text{admitting solutions} \} & & \\
\end{array}
\]

and under this correspondence, we have:

\[
\begin{array}{ccc}
\{ \text{Solutions of Cartan’s realization problem} \} & \xleftarrow{1-1} & \{ G\text{-realizations of the algebroid }A \} \\
\end{array}
\]

Hence, in order to solve Cartan problem, one needs to find the $G$-realizations of a $G$-structure algebroid with connection. One way (but not the only way!) these can be obtained is as source fibers of a $G$-integration, i.e., by producing a $G$-structure groupoid $\Gamma \rightrightarrows X$ with connection:

**Theorem 0.2.** If $\Gamma \rightrightarrows X$ is a $G$-structure groupoid integrating a $G$-structure algebroid with connection $A \to X$, and $\omega_{MC}$ denotes the Maurer-Cartan form, then $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t)$ is a $G$-realization of $A$, for each $x \in X$. Moreover, in this case, any $G$-realization of $A$ has a cover isomorphic to a $G$-invariant open subset of one such $G$-realization.

The $G$-realizations of the form $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t)$ and the corresponding solutions $M = s^{-1}(x)/G$ of a Cartan’s realization problem arising from $G$-integrations are examples of complete solutions (see below). However, a Cartan’s realization problem does not need to have complete solutions and this result does not solve completely Cartan Problem.

On the one hand, not every Lie algebroid integrates to a Lie groupoid. Even more: we will see that a $G$-structure algebroid $A \to X$ maybe integrable to a Lie groupoid, but not to a $G$-structure groupoid. The presence of the structure group $G$ implies that there are additional obstructions to $G$-integrability besides the well-known obstructions to integrability. We will identify these obstructions and give a method to compute them.

On the other hand, a $G$-structure algebroid $A \to X$ which is not $G$-integrable still admits $G$-realizations. In fact, for any $G$-realization $(P, (\theta, \omega), h)$ of $A \to X$ the image of $h : P \to X$ is an open $G$-saturated set $U$ in a leaf $L$ of $A$. The restriction $A|_U$ is still a $G$-structure algebroid and if this restriction is $G$-integrable one can apply the previous theorem. We will show that:

**Theorem 0.3.** Let $A \to X$ be a $G$-structure algebroid with connection, $x_0 \in X$ and denote by $L$ the leaf of $A$ containing $x_0$. Then the $G$-orbit of $x_0$ has a $G$-invariant neighborhood $U \subset L$ such that $A|_U$ is $G$-integrable.

We shall call a $G$-integration of $A|_U$ a local $G$-integration of $A$. As a corollary we conclude that a Cartan’s realization problem always has solutions:
Corollary 0.4. Given a $G$-structure algebroid $A \to X$ with connection, for any $x_0 \in X$ there exists a $G$-realization $(P, (\theta, \omega), h)$ with $x_0 \in \text{Im } h$ obtained by local $G$-integration. Every germ of a solution to Cartan Problem arises in this way.

On the global side, we will introduce the notions of complete and strongly complete solution of a Cartan’s realization problem. A strongly complete solution can be defined as a solution that covers a leaf $L$ of the algebroid $A$ and is such that every local symmetry extends to a global symmetry. A complete solution can be characterized as a solution which is covered by a strongly complete solution. The existence of complete solutions is related to the $G$-integrability of the $G$-structure algebroid $A$:

**Theorem 0.5.** Let $A \to X$ be a $G$-structure algebroid. There exists a complete solution covering a leaf $L$ of $A$ if and only if $A|_L$ is $G$-integrable. Every strongly complete solution covering $L$ is of the form $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t)$ for some $G$-integration of $A|_L$.

A $G$-structure algebroid $A \to X$ can have many $G$-integrations. We will see that there is a maximal source connected $G$-integration, called the canonical $G$-integration and denoted by $\Sigma_G(A) \rightrightarrows X$. The canonical $G$-integration is characterized by the property that the orbifolds $s^{-1}(x)/G$ are 1-connected. Moreover, it is the largest source-connected $G$-integration in the sense that every source connected $G$-integration $\Gamma$ of $A$ is covered by $\Sigma_G(A)$.

All complete solutions with 1-connected base orbifold are strongly complete and, in fact, correspond to $G$-realizations that are source fibers of the canonical $G$-integration:

**Theorem 0.6.** Let $A \to X$ be a $G$-structure algebroid. A 1-connected complete solution covering a leaf $L$ of $A$ is isomorphic to $M = s^{-1}(x_0)/G$, where $s^{-1}(x_0)$ is a source fiber of the canonical $G$-integration of $A|_L$.

We will not discuss in this introduction details on the symmetries of solutions and the moduli space of solutions. We only state the following theorem which illustrates our results in this direction.

**Theorem 0.7.** Let $A \to X$ be an integrable $G$-structure algebroid with connection. Then for the associated Cartan’s realization problem:

(i) The moduli space of germs of solutions is the geometric stack presented by the action Lie groupoid $G \times X \rightrightarrows X$. In particular, the group of symmetries of a germ of solution $[x] \in X/G$ is isomorphic to the isotropy group $G_x$;

(ii) The moduli space of complete, 1-connected, solutions is the geometric stack presented by the Lie groupoid $\Sigma_G(A) \rightrightarrows X$. In particular, the group of symmetries of a 1-connected, complete, solution $[x] \in X/\Sigma(A)$ is isomorphic to the isotropy group $\Sigma_G(A)_x$.

Using these and other results to be discussed later in the paper, we are able to gain a complete understanding not only of existence of single solutions, but also of smooth families of solutions and smooth deformations.

When $G \subset \text{GL}(n, \mathbb{R})$ is a Lie group preserving some tensor $K$ in $\mathbb{R}^n$, very much like ordinary $G$-structures, a $G$-structure algebroid $A \to X$ with connection inherits an $A$-tensor $K_A$ of the same type as $K$. Moreover, for every $G$-realization $(P, (\theta, \omega), h)$ of $A$ the corresponding solution $M = P/G$ also inherits a tensor $K_M$. 


In particular, when $G \subset O(n, \mathbb{R})$ and the torsion $c$ vanishes, we say that a $G$-structure algebroid $A \to X$ is of **metric type**. In this case, not only every solution is a Riemannian orbifold but also every leaf of $A$ inherits a natural Riemannian metric. Then completeness of solutions, as defined above, and metric completeness are related. This is made precise by the following result, which allows to determine the complete metric solutions of the corresponding Cartan’s realization problem:

**Theorem 0.8.** Let $A \to X$ be a $G$-structure algebroid with connection of metric type and let $(P, (\theta, \omega), h)$ be a $G$-realization mapping into a leaf $L$. The metric $K_M$ on $M = P/G$ is complete if and only if the $G$-realization $(P, (\theta, \omega), h)$ is complete and the metric $K_L$ on $L$ is complete. In particular, if $M = P/G$ is metric complete and 1-connected, then $P$ is isomorphic to a source fiber of the canonical $G$-integration.

One can consider also other types of $G$-structure algebroids, such as **symplectic type** ($G \subset \text{Sp}(n, \mathbb{R})$), **complex type** ($G \subset \text{GL}(n, \mathbb{C})$) or **Kähler type** ($G \subset \text{U}(n)$). In these cases, there are additional **integrability conditions** which can be expressed in terms of the algebroid. For example, in the case of symplectic type the algebroid $A$ carries a canonical $A$-form $\Omega_A \in \Omega^2(A)$ and the integrability condition is $d_A \Omega_A = 0$, where $d_A$ is the Lie algebroid differential. This is yet another illustration of how Lie algebroids and groupoids provide the appropriate language to deal with such problems.

In the first section of the paper, we start by setting up the Cartan Realization Problem associated with the classification of extremal Kähler metrics on surfaces. We also take a first look at how Lie algebroids arise in connection with these kinds of problems. We will come back to this problem only at the very last section, to illustrate all the theory. There we will see that, using our techniques, one can give complete answers to all the questions above. Due to length of the paper, we will report elsewhere on applying our theory to more sophisticated problems.

1. **Prelude: an example**

Before we introduce the language of $G$-structure groupoids and $G$-structure algebroids, we will explain the kind of Cartan’s realization problem we are interested in and how they arise. In this section, we start by discussing one such problem: the classification of extremal Kähler metrics on surfaces. We will also explain how to associate a Lie algebroid to a Cartan’s realization problem. This is a simple (but interesting!) paradigmatic example of the kind of problems to which our theory applies. We will come back to it in the last section of the paper, after we have established all the theory.

1.1. **Extremal Kähler metrics on surfaces.** Recall that if $(M, g, \Omega, J)$ is a compact Kähler manifold then $g$ is an extremal metric (i.e., is a critical point of the Calabi functional) if and only if the Hamiltonian vector field $X_K$ associated with the scalar curvature $R$ is a Killing vector field (see [13, Theorem 4.2]). In the non-compact case the Calabi functional does not make sense and we take the later property as the definition of extremal metric:

**Definition 1.1.** We say that a Kähler surface $(M^2, g, \Omega, J)$ is an extremal Kähler surface if the Hamiltonian vector field $X_K$ associated with the Gaussian curvature $K$ is an infinitesimal isometry.
The problem of classification of extremal Kähler surfaces leads naturally to a Cartan’s realization problem as follows. Given such a surface \((M^2, g, \Omega, J)\) we first pass to the unitary frame bundle \(\pi : F_{U(1)}(M) \to M\), where we have the tautological 1-form \(\theta \in \Omega^1(\text{F}_{U(1)}(M), \mathbb{C})\) and the Levi-Civita connection 1-form \(\omega \in \Omega^1(\text{F}_{U(1)}(M), \text{u}(1))\). They satisfy the structure equations:

\[
\begin{align*}
\text{d}\theta &= -\omega \wedge \theta, \\
\text{d}\omega &= K \frac{\pi}{2} \theta \wedge \bar{\theta}
\end{align*}
\]

where we use \(K\) to denote both the Gaussian curvature and its pullback to \(\text{F}_{U(1)}(M)\).

The pullback of the symplectic form \(\Omega\) to \(\text{F}_{U(1)}(M)\) is given by:

\[\pi^* \Omega = -i \frac{2}{i} \theta \wedge \bar{\theta}.\]

Hence, if \(\tilde{X}_K\) is the lift of \(X_K\) to \(\text{F}_{U(1)}(M)\), we then have:

\[i \frac{2}{i} \tilde{X}_K (\theta \wedge \bar{\theta}) = -i \tilde{X}_K \pi^* \Omega = -\text{d}K.\]

Letting \(T : \text{F}_{U(1)}(M) \to \mathbb{C}\) be the complex-valued function \(T := \frac{i}{2} \theta(\tilde{X}_K)\), the last equation reads:

\[\text{d}K = \overline{T}\theta + T\bar{\theta}.\]

Since \(\tilde{X}_K\) is the lift of \(X_K\), we have:

\[\mathcal{L}_{\tilde{X}_K} \theta = 0,\]

and this, together with the structure equations, yields:

\[\text{d}T = \frac{i}{2} \text{d}i \tilde{X}_K \theta = -i \frac{2}{i} \tilde{X}_K \text{d}\theta = \frac{i}{2} \tilde{X}_K (\omega \wedge \theta) = U\theta - T\omega,\]

where \(U : \text{F}_{U(1)}(M) \to \mathbb{R}\) is the real-valued function \(U := \frac{i}{2} \omega(\tilde{X}_K)\).

The assumption that \(X_K\) is an infinitesimal isometry is equivalent to:

\[\mathcal{L}_{\tilde{X}_K} \omega = 0.\]

so differentiating \(U\) we obtain:

\[\text{d}U = \frac{i}{2} \text{d}i \tilde{X}_K \omega = -i \frac{2}{i} \tilde{X}_K \text{d}\omega = -\frac{i}{4} K i \tilde{X}_K (\theta \wedge \bar{\theta}) = \frac{1}{2} K \text{d}K = -\frac{K}{2} (\overline{T}\theta + T\bar{\theta}).\]

In other words, finding an extremal Kähler surface is the same thing as finding a \(U(1)\)-structure \(P\) with tautological form \(\theta \in \Omega^1(P, \mathbb{C})\) and connection 1-form \(\omega \in \Omega^1(P, i\mathbb{R})\), together with a map \((K, T, U) : P \to \mathbb{R} \times \mathbb{C} \times \mathbb{R}\), satisfying:

\[
\begin{align*}
\text{d}\theta &= -\omega \wedge \theta, \\
\text{d}\omega &= \frac{K}{2} \theta \wedge \bar{\theta}, \\
\text{d}K &= -(\overline{T}\theta + T\bar{\theta}), \\
\text{d}T &= U\theta - T\omega, \\
\text{d}U &= -\frac{K}{2} (\overline{T}\theta + T\bar{\theta})
\end{align*}
\]

The manifold \(M = P/U(1)\) will carry the desired extremal Kähler metric.
A vector bundle $A$ is a space of vector bundles. Cartan's realization problem and Lie algebroids. Let $(G, X, c, R, F)$ be Cartan Data as defined in the Introduction. Then we consider the trivial vector bundle $A 	o X$ with fiber $\mathbb{R}^n \oplus g$, and we introduce:

- a bundle map $\rho : A \to TX$:
  $$(u, \alpha) \mapsto F(u) + \psi(\alpha)$$
  (recall that $\psi : X \times g \to TX$ denotes the infinitesimal $G$-action on $X$);
- a $\mathbb{R}$-bilinear, skew-symmetric bracket $[\cdot, \cdot]$ on the space of sections $\Gamma(A)$: it is defined first on constant sections $(u, \alpha), (v, \beta) \in \Gamma(A)$ by:
  $$[(u, \alpha), (v, \beta)] = (\alpha \cdot v - \beta \cdot u - c(u, v), [\alpha, \beta]_g - R(u, v)),$$
  and then extended to any pair of sections by imposing the Leibniz identity:
  $$[s_1, fs_2] = f[s_1, s_2] + (\mathcal{L}_f(s_1)) s_2,$$
  for any pair of sections $s_1, s_2 \in \Gamma(A)$, and smooth function $f \in C^\infty(X)$.

The triple $(A, [\cdot, \cdot], \rho)$ will be a Lie algebroid provided the bracket satisfies the Jacobi identity.

For an alternative, more natural approach, recall that one can also define a Lie algebroid structure on a vector bundle $A \to M$ as a degree 1, differential operator $d_A : \Omega^1(A) \to \Omega^{k=1}(A)$ satisfying $d_A^2 = 0$. Here, $\Omega^k(A) := \Gamma(\wedge^k A^*)$ denotes the space of $A$-forms of degree $k$.

Given Cartan Data $(G, X, c, R, F)$ one defines a differential $d_A$ on the trivial vector bundle $A \to X$ with fiber $\mathbb{R}^n \oplus g$ as follows:

- for any smooth function $f \in \Omega^0(A) = C^\infty(X)$ we set:
  $$d_A f = (df, F) \theta - (df, \psi) \omega;$$
- $\theta = \text{pr}_R^A : A \to \mathbb{R}^n$ and $\omega := \text{pr}_g^A : A \to g$ together give a $C^\infty(X)$-basis for $\Omega^1(A)$ and we set:
  $$d_A \theta = c(\theta \wedge \theta) - \omega \wedge \theta,$$
  $$d_A \omega = R(\theta \wedge \theta) - \omega \wedge \omega;$$
- we extend $d_A$ to any $A$-forms by imposing the Leibniz identity:
  $$d_A(\alpha \wedge \beta) = d_A \alpha \wedge \beta + (-1)^{\deg \alpha} \alpha \wedge d_A \beta.$$

This will define a Lie algebroid structure on $A$ if and only if $d_A^2 = 0$.

In conclusion, the triple $(A, [\cdot, \cdot], \rho)$ allows us to make sense of the structure equations (0.1) and (0.2) without knowing the manifold $F_G(M)$. We will see later that given Cartan Data $(G, X, c, R, F)$ then $(A, [\cdot, \cdot], \rho)$ is a Lie algebroid if and only if for any $x \in X$ there exists a solution $(F_G(M), (\theta, \omega), h)$ of the associated Cartan’s Realization Problem with $x \in \text{Im} \ h$ (see Theorem 4.1 and Corollary 6.2).
1.3. **G-action, connections and tautological form.** The Lie algebroid $A \to X$ which we have associated with a Cartan Data $(G, X, c, R, F)$ is rather special. It comes equipped with:

- an action of the structure group $G$ on the bundle $A = X \times (\mathbb{R}^n \oplus \mathfrak{g}) \to X$ given by:
  $$(x, u, \alpha)g = (xg, g^{-1}u, g^{-1}\alpha g),$$
  where we use the $G$-action on $X$ and the fact that $G \subset \text{GL}(n, \mathbb{R})$.

- algebroid 1-forms $\theta \in \Omega^1(A; \mathbb{R}^n)$ and $\omega \in \Omega^1(A; \mathfrak{g})$ given by the projections from $A$ to $\mathbb{R}^n$ and $\mathfrak{g}$.

One should think of $\theta$ and $\omega$ as the tautological and the connection 1-forms on $A$. These turn $A \to X$ into a $G$-structure algebroid with connection.

In the next sections we will define precisely what are $G$-structure algebroids and groupoids, as well as connections on them, and how one can use them to solve Cartan’s realization problem.

1.4. **The Lie algebroid of extremal Kähler surfaces.** Comparing the structure equations (1.1) with the general structure equations (0.1), (0.2), we can extract the relevant Cartan data $(G, X, c, R, F)$. First, on $X = \mathbb{R} \times \mathbb{C} \times \mathbb{R}$ we denote by $(K, T, U)$ global coordinates and we have the right $U(1)$-action:

$$(K, T, U)g = (K, g^{-1}T, U), \quad g \in U(1),$$

with associated infinitesimal action $\psi : X \times u(1) \to TX$:

$$\psi(\alpha)|_{(K, T, U)} = (0, -\alpha T, 0), \quad \alpha \in u(1).$$

The torsion $c : X \to \text{Hom}(\wedge^2 \mathbb{C}, \mathbb{C})$ vanishes identically while the curvature is the $U(1)$-equivariant map $R : X \to \text{Hom}(\wedge^2 \mathbb{C}, u(1))$ given by:

$$R(K, T, U)(z \wedge w) = \frac{K}{2}(z\bar{w} - \bar{z}w).$$

On the other hand, the $U(1)$-equivariant map $F : X \times \mathbb{C} \to TX$, is given by:

$$F((K, T, U), z) = \left(-T\bar{z} - \bar{T}z, Uz, -\frac{K}{2}T\bar{z} - \frac{K}{2}\bar{T}z\right).$$

Hence, we can write the explicit Lie algebroid associated with the classification problem of extremal Kähler surfaces. We have the trivial bundle $A = X \times (\mathbb{C} \oplus u(1)) \to X$, with base $X = \mathbb{R} \times \mathbb{C} \times \mathbb{R}$. The Lie bracket is defined on constant sections by:

$$[(z, \alpha), (w, \beta)]|_{(K, T, U)} := (\alpha w - \beta z, -\frac{K}{2}(z\bar{w} - \bar{z}w)), $$

while the anchor is given by:

$$\rho(z, \alpha)|_{(K, T, U)} := \left(-T\bar{z} - \bar{T}z, Uz - \alpha T, -\frac{K}{2}T\bar{z} - \frac{K}{2}\bar{T}z\right).$$

One can check easily that the bracket satisfies the Jacobi identity, so this is indeed a Lie algebroid.
2. $G$-STRUCTURE GROUPOIDS AND CONNECTIONS

In this section we will introduce $G$-principal groupoids and $G$-structure groupoids, which parameterize families of $G$-principal bundles and $G$-structures, respectively. We will also introduce connections on them. The main property of these families, compared with arbitrary families of $G$-principal bundles and $G$-structures, is that they have infinitesimal counterparts (to be introduced in the next section).

Convention. Henceforth we will assume that $G$ is a compact, connected, Lie group. This covers most applications, but not all. This hypothesis is made in order to simplify the exposition and can be removed by including properness assumptions in various definitions and propositions. We will comment on these as we go along.

2.1. Principal bundles and $G$-structures over orbifolds. The solutions to Cartan’s Realization Problem are naturally $G$-structures over orbifolds. We collect here some basic facts about principal bundles and $G$-structures over an orbifold $M$. We will consider only effective orbifolds for which a good general reference is [15]. Although $G$-structures over orbifolds are not treated in [15] the following facts can easily be proved with the techniques developed there, by mimicking the usual proofs for $G$-structures over smooth manifolds.

We will work mainly with right actions of Lie groups. By a principal action of a Lie group $G$ on a manifold $P$ we mean a proper, effective and locally free action $P \rtimes G \to P$. According to our convention, $G$ is assumed to be compact so properness is automatic. In this case, $M = P/G$ has a natural structure of an effective orbifold (see [15]), and we call $\pi : P \to M$ a $G$-principal bundle over the orbifold $M$. Principal bundle connections are defined in the usual way by horizontal distributions which are preserved by the the $G$-action. They are determined by a connection 1-form $\omega \in \Omega^1(P; g)$ which satisfies the two properties:

- **vertical**: $T_pP = \ker d_p\pi \oplus \ker \omega_p$ and $\omega(\alpha_P) = \alpha$, $\forall \alpha \in g$;
- **$G$-equivariance**: $g^*\omega = \text{Ad}_{g^{-1}} \cdot \omega$, $\forall g \in G$.

For a $n$-dimensional orbifold $M$ we denote by $\pi : F(M) \to M$ its frame bundle. It is a principal $\text{GL}(n, \mathbb{R})$-bundle: $F(M)$ is a smooth manifold ([15] Section 2.4) and it has a proper, effective, locally free action of $\text{GL}(n, \mathbb{R})$, such that $M = F(M)/\text{GL}(n, \mathbb{R})$. The frame bundle has a canonical $\mathbb{R}^n$-valued tautological 1-form $\theta \in \Omega^1(F(M), \mathbb{R}^n)$ defined by

$$\theta_p(\xi) = p^{-1}(d_p\pi(\xi)), \quad (p \in F(M), \xi \in T_pF(M)).$$

Any local diffeomorphism of orbifolds $\varphi : M \to N$ lifts to a bundle map of the associated frame bundles

$$\hat{\varphi} : F(M) \to F(N), \quad \hat{\varphi}(p)(v) = d\varphi(pv),$$

preserving the tautological 1-forms: $\hat{\varphi}^*\theta_N = \theta_M$.

More generally, if $G \subset \text{GL}(n, \mathbb{R})$ is a closed subgroup, we consider $G$-structures over $M$: they are given by a principal $G$-subbundle $F_G(M) \subset F(M)$. We say that two $G$-structures $F_G(M)$ and $F_G(N)$ are (locally) equivalent if there exists a (locally defined) diffeomorphism of orbifolds $\varphi : M \to N$ such that

$$F_G(N) = \hat{\varphi}(F_G(M)).$$
For a general $G$-structure $\mathcal{F}_G(M)$ its tautological form is obtained by restricting the tautological form of $\mathcal{F}(M)$ and will still be denoted by the same letter $\theta$. It is characterized by the following two properties:

- **strong horizontality:**
  \[ \theta_p(\xi) = 0 \text{ if and only if } \xi = \alpha_{\mathcal{P}|p}, \text{ for some } \alpha \in \mathfrak{g}; \]

- **$G$-equivariance:**
  \[ g^*\theta = g^{-1} \cdot \theta, \forall g \in G. \]

We will make use of the following well-known characterization of $G$-structures. The proof for the case of smooth manifolds extends easily to the case of orbifolds:

**Proposition 2.1.** Let $G$ be a closed subgroup of $\text{GL}(n, \mathbb{R})$, and let $P \to M$ be a $G$-principal bundle over an orbifold, equipped with a pointwise surjective $\mathbb{R}^n$-valued form $\tilde{\theta} \in \Omega^1(P; \mathbb{R}^n)$ which is both strongly horizontal and $G$-equivariant. Then there is a unique isomorphism $P \cong \mathcal{F}_G(M)$ with a $G$-structure over $M$ which maps $\tilde{\theta}$ to the tautological form $\theta$.

**2.2. $G$-principal groupoids.** We denote by $\Gamma \rightrightarrows X$ a Lie groupoid with space of arrows $\Gamma$ and space of objects $X$. We use the letters $s$ and $t$ for the source and target maps, the symbol $1_x$ for the identity arrow at $x \in X$ and $\gamma_1 \cdot \gamma_2$ for the product of the composable arrows $(\gamma_1, \gamma_2) \in \Gamma^{(2)} := \Gamma_s \times \Gamma$. Also, we denote by $T_s\Gamma$ the tangent distribution to the source fibers.

**Definition 2.2.** A $G$-principal action on a Lie groupoid $\Gamma \rightrightarrows X$ along its $s$-fibers is given by a principal action $\Gamma \times G \to \Gamma$, preserving source fibers and satisfying:

\[ (\gamma_1 \cdot \gamma_2) g = (\gamma_1 g) \cdot \gamma_2, \quad \forall(\gamma_1, \gamma_2) \in \Gamma^{(2)}, \ g \in G. \]

We will call such an action simply a $G$-principal action and we will call $\Gamma$ a $G$-principal groupoid. By a morphism of $G$-principal groupoids we mean a groupoid morphism $\Phi : \Gamma_1 \to \Gamma_2$ which is $G$-equivariant.

For a $G$-principal groupoid $\Gamma \rightrightarrows X$ each source fiber $s^{-1}(x)$ is a $G$-principal bundle over the orbifold $M = s^{-1}(x)/G$. The main reasons we are interested in such groupoids are (i) they parameterize families of $G$-principal bundles and (ii) they have infinitesimal versions, namely their Lie algebroids.

**Remark 2.3.** If we write a principal action as a left action $G \times \Gamma \to \Gamma$, then (2.1) becomes:

\[ g(\gamma_1 \cdot \gamma_2) = (g \gamma_1) \cdot \gamma_2. \]

This looks more natural than (2.1), but since our principal bundles are equipped with right actions it is more efficient to define $G$-principal groupoids using right actions.

There is a slightly different point of view on $G$-principal groupoids, which will be useful when we introduce their infinitesimal versions.

First, given a $G$-principal groupoid $\Gamma \rightrightarrows X$ we have a $G$-action on $X$ defined by:

\[ X \times G \to X, \quad x g := t(1_x g), \]

for which $s : \Gamma \to X$ is $G$-invariant and $t : \Gamma \to X$ is $G$-equivariant.
Next, we recall that given a (right) $G$-action on a manifold $X$ we can form the action Lie groupoid $X \rtimes G \rightrightarrows X$, where an arrow is a pair $(x, g)$ with source $x$ and target $xg$, and composition of arrows is given by:

$$(y, h) \cdot (x, g) = (x, gh), \quad \text{if } y = xg.$$

Finally, we define the groupoid morphism:

(2.3) $$\iota : X \rtimes G \to \Gamma, \quad (x, g) \mapsto 1_x g.$$ 

We will say that $\iota$ effective if given $e \neq g \in G$ there exists an $x \in X$ with $\iota(x, g) \neq 1_x$;

(b) injective if for any $x \in X$ and $g, h \in G$ one has $\iota(x, gh) = 1_x$ if and only if $g = e$;

(c) locally injective if for any $x \in X$ there is an open $e \in U_x \subset G$ such that $g \in U_x$ and $\iota(x, g) = 1_x$ if and only if $g = e$.

Proposition 2.4. Let $\Gamma \rightrightarrows X$ be a Lie groupoid. If $\Gamma \times G \to \Gamma$ is a $G$-principal action, then (2.2) defines a $G$-action on $X$. (2.3) defines an effective, locally injective, Lie groupoid morphism, and the action takes the form:

(2.4) $$\Gamma \times G \to \Gamma, \quad \gamma g := \iota(t(\gamma), g) \cdot \gamma.$$ 

Conversely, given an action $X \times G \to X$ and an effective, locally injective, Lie groupoid morphism $\iota : X \rtimes G \to \Gamma$, (2.4) defines a $G$-principal action on $\Gamma$.

Proof. Let $\Gamma \times G \to \Gamma$ be a $G$-principal action. To check that (2.2) defines a $G$-action observe first that that $xe = x$, where $e \in G$ denotes the identity element. We must also verify that $(xg)h = x(gh)$, but this is equivalent to

$$\iota(1_x g)h = \iota(1_x g).$$

Condition (2.1) now gives

$$\iota(1_x g)h = \iota(1_x g \cdot 1_x g)h = \iota(1_x g \cdot 1_x g) = \iota(1_x g)h,$$

and therefore we have a $G$-action on $X$. Since the $G$-action on $\Gamma$ is effective and locally free, it is now easy to check from (2.3) that the map $\iota : X \rtimes G \to \Gamma$ is an effective, locally injective, Lie groupoid morphism.

Conversely, assume that $G$ acts on $X$ on the right, $\iota : X \rtimes G \to \Gamma$ is an effective, locally injective, Lie groupoid morphism, and define $\gamma g = \iota(t(\gamma), g) \cdot \gamma$. It is straightforward to verify that this is indeed an effective, locally free, action along the s-fibers of $\Gamma$ satisfying $(\gamma \cdot \gamma')g = (\gamma g) \cdot \gamma'$. 

Remark 2.5. In general, the $G$-action on $X$ is neither free, nor effective. Note also that all actions involved are proper since we are assuming that $G$ is compact. When $G$ is not compact, one needs to assume that the action of $G$ on the source fibers is proper. When $\Gamma$ is a Hausdorff groupoid, this is equivalent to the morphism $\iota : X \rtimes G \to \Gamma$ being a proper map.

The previous proposition shows that we can define the $G$-principal action on $\Gamma$ by specifying first a $G$-action on $X$ and then a groupoid morphism $\iota : X \rtimes G \to \Gamma$. We will often use this alternative point of view and we call $\iota$ the action morphism.
of the $G$-principal groupoid. For example, a morphism of $G$-principal groupoids can be alternatively characterized as a morphism of groupoids

$$
\begin{array}{ccc}
\Gamma_1 & \xrightarrow{\phi} & \Gamma_2 \\
\downarrow & & \downarrow \\
X_1 & \xrightarrow{\phi} & X_2
\end{array}
$$

which intertwines the actions morphisms:

$$\Phi \circ \iota_1 = \iota_2 \circ (\phi \times I).$$

The action morphism $\iota : X \times G \to \Gamma$ also allows us to define a different action of $G$ on $\Gamma$ this time an action by inner automorphisms:

$$\tag{2.5} \Gamma \times G \to \Gamma, \quad \gamma \circ g := \iota(t(\gamma), g) \cdot \gamma \cdot \iota(s(\gamma), g)^{-1}.$$  

In general, the inner action of $G$ on $\Gamma$ does not determine the original $G$-action on $\Gamma$. For example, the action morphism maybe non-trivial, while the inner action could be trivial.

**Example 2.6.** Any $G$-principal bundle $\pi : P \to M$ can be viewed as a $G$-principal groupoid. Indeed, a $G$-principal action on the manifold $P$ is the same thing as a $G$-principal action on the pair groupoid $\Gamma = P \times P \rightrightarrows P$. The two actions are related by:

$$\Gamma \times G \to \Gamma, \quad (p_1, p_2) g := (p_1 g, p_2).$$

and condition $(2.1)$ holds since we have:

$$((p_1, p_2) \cdot (p_2, p_3)) g = (p_1, p_3) g = (p_1 g, p_3) = ((p_1, p_2) g) \cdot (p_2, p_3).$$

The action morphism of this $G$-principal groupoid is given by:

$$\iota : P \times G \to P \times P, \quad \iota(p, g) = (p g, p),$$

and the associated inner action by groupoid automorphisms is given by:

$$(p_1, p_2) \circ g = (p_1 g, p_2 g).$$

In this case all source fibers $s^{-1}(x)$ are diffeomorphic to $P$ and $s^{-1}(x)/G = M$, so this groupoid parameterizes a trivial family of $G$-principal bundles with fiber $P$ and base $M$.

**Example 2.7.** As we observed above, for a $G$-principal groupoid $\Gamma \rightrightarrows X$, each source fiber is a $G$-principal bundle $s^{-1}(x) \to s^{-1}(x)/G$, hence it determines (previous example) a $G$-principal groupoid $s^{-1}(x) \times s^{-1}(x) \rightrightarrows s^{-1}(x)$. These two $G$-principal groupoids are related by the morphism of $G$-principal groupoids covering the target map:

$$s^{-1}(x) \times s^{-1}(x) \xrightarrow{\iota} \Gamma$$

$$\downarrow \downarrow \quad \downarrow \downarrow \quad \downarrow \downarrow$$

$$s^{-1}(x) \xrightarrow{\iota} X \quad \begin{array}{c}
(\gamma_1, \gamma_2) \mapsto \gamma_1 \cdot \gamma_2^{-1}.
\end{array}$$

**Example 2.8.** Let $H$ be a Lie group that acts (on the left) on some manifold $X$. Then we have the associated action groupoid

$$\Gamma = H \times X \rightrightarrows X.$$
If $G \subset H$ is a closed subgroup, we can define an $G$-principal action on $\Gamma$ by setting:

$$(h, x) g := (g^{-1} h, x).$$

One checks immediately that the condition (2.1) holds. The action morphism of this $G$-principal groupoid is given by:

$$\iota : X \times G \rightarrow H \times X, \quad \iota(x, g) = (g^{-1} x),$$

and has an associated inner action by groupoid automorphisms:

$$(h, x) \circ g = (g^{-1} h g, x).$$

This groupoid parameterizes a trivial family of $G$-principal bundles with fiber $H$ and base $H/G$.

**Example 2.9.** There exists a (non-Hausdorff) bundle of Lie groups over the real line $\Gamma \rightrightarrows \mathbb{R}$ with fibers:

$$s^{-1}(x) = t^{-1}(x) \simeq \begin{cases} \text{SO}(3, \mathbb{R}), & \text{if } x > 0 \\ \text{SO}(2, \mathbb{R}) \ltimes \mathbb{R}^2, & \text{if } x = 0 \\ \text{SL}(2, \mathbb{R}), & \text{if } x < 0 \end{cases}$$

One can embed the group $\text{SO}(2, \mathbb{R})$ as a subgroup of each of these groups in such a way that one obtains a smooth groupoid morphism $\iota : \mathbb{R} \ltimes \text{SO}(2, \mathbb{R}) \rightarrow \Gamma$. Clearly, $\text{SO}(2, \mathbb{R})$ must act trivially on the real line and $\iota$ is an action morphism so that $\Gamma \rightrightarrows \mathbb{R}$ is a $\text{SO}(2, \mathbb{R})$-principal groupoid. This groupoid parameterizes a non-trivial family of $\text{SO}(2, \mathbb{R})$-principal bundles with base manifolds $S^2 (x > 0)$, $\mathbb{R}^2 (x = 0)$ or $\mathbb{H}^2 (x < 0)$.

### 2.3. Connections on $G$-principal groupoids.

Virtually all the constructions that one does with ordinary $G$-principal bundles, such as connections, associated bundles, etc., extend to $G$-principal groupoids. In this paper connections play a crucial role.

**Definition 2.10.** A connection on a $G$-principal groupoid $\Gamma \rightrightarrows X$ is a right-invariant distribution $\mathcal{H} \subset T^s \Gamma$

$$\mathcal{H}_{\tau, \gamma} = (R_{\gamma})_* \mathcal{H}_\tau, \quad \forall (\tau, \gamma) \in \Gamma \times \Gamma,$$

satisfying:

(i) $\mathcal{H}$ is horizontal along $s$-fibers:

$$T^s \gamma \Gamma = \mathcal{H}_\gamma \oplus T_\gamma (\gamma G), \quad \forall \gamma \in \Gamma;$$

(ii) $\mathcal{H}$ is $G$-invariant:

$$\mathcal{H}_{\gamma g} = g_* (\mathcal{H}_\gamma), \quad \forall g \in G.$$

A morphism of $G$-principal groupoids with connection is a $G$-principal groupoid morphism $\Phi : \Gamma_1 \rightarrow \Gamma_2$ such that $\Phi_* (\mathcal{H}_1) \subset \mathcal{H}_2$.

Hence, a connection $\mathcal{H}$ on $G$-principal groupoid consists of a smooth family of (usual) connections $\{\mathcal{H}_x : x \in X\}$ on the $G$-principal bundle $s^{-1}(x) \rightarrow s^{-1}(x)/G$.

We can also define connections via connections 1-forms. For that, recall that a right-invariant $k$-form on a Lie groupoid $\Gamma \rightrightarrows X$ with values in a vector space $V$ is an $s$-foliated, $V$-valued, differential form $\Omega \in \Gamma(\wedge^k T^s \Gamma; V)$ satisfying:

$$(dR_{\gamma})^* \Omega_\tau = \Omega_{\tau \gamma}, \quad \forall (\tau, \gamma) \in \Gamma \times \Gamma.$$
We write $\Omega^k_R(\Gamma; V)$ to denote the set of $V$-valued, right-invariant $k$-forms. Exactly as ordinary principal bundle connections, one has the following:

**Proposition 2.11.** Given a connection $\mathcal{H}$ on a $G$-principal groupoid $\Gamma \rightrightarrows X$ there is a unique right-invariant $\mathfrak{g}$-valued 1-form $\Omega \in \Omega^1_R(\Gamma; \mathfrak{g})$ with $\text{Ker } \Omega = \mathcal{H}$ and satisfying:

(i) $\Omega$ is vertical:

$$\Omega(\alpha) = \alpha, \quad \forall \alpha \in \mathfrak{g}.$$ 

(ii) $\Omega$ is $G$-equivariant:

$$g^*\Omega = \text{Ad}_{g^{-1}} \cdot \Omega, \quad \forall g \in G.$$ 

Conversely, given a right-invariant 1-form $\Omega \in \Omega^1_R(\Gamma; \mathfrak{g})$ satisfying (i) and (ii), its kernel $\mathcal{H} = \text{Ker } \Omega$ defines a connection.

We call $\Omega \in \Omega^1_R(\Gamma; \mathfrak{g})$ the **connection 1-form** of $\mathcal{H}$. The restriction of the connection 1-form $\Omega \in \Omega^1_R(\Gamma; \mathfrak{g})$ to the source fiber $s^{-1}(x)$ gives the (usual) connection 1-form $\Omega_x$ of the connection $H_x$ on the $G$-principal bundle $s^{-1}(x) \to s^{-1}(x)/G$.

**Example 2.12.** Under the correspondence between $G$-principal bundles $P \to M$ and $G$-principal groupoids $P \times P \rightrightarrows P$ discussed in Example 2.6, specifying a connection $H$ on the $G$-principal bundle $\pi : P \to M$ is the same thing as specifying a connection $H$ on the pair groupoid $P \times P \rightrightarrows P$. The two notions of connection are related by:

$$H := \{ (v, 0) \in T(P \times P) : v \in \mathcal{H} \}.$$ 

If $\omega \in \Omega^1(\pi; \mathfrak{g})$ is the connection 1-form of the connection on $P$, then the connection 1-form of the groupoid $\Gamma$ is the $\mathfrak{g}$-valued right-invariant form defined by:

$$\Omega(v, 0) = \omega(v).$$ 

Henceforth, we will prefer the form point of view, so we will specify a connection by giving the connection 1-form $\Omega \in \Omega^1_R(\Gamma; \mathfrak{g})$. Morphisms of $G$-principal groupoids with connection are also easily characterized in terms of connections 1-forms. Indeed, a morphism of Lie groupoids $\Phi : \Gamma_1 \to \Gamma_2$ maps source-fibers to source-fibers, and so induces a pullback map of $V$-valued right-invariant forms:

$$\Phi^* : \Omega^1_R(\Gamma_2; V) \to \Omega^1_R(\Gamma_1; V).$$ 

In the case of a morphism of $G$-principal groupoids we find:

**Proposition 2.13.** Given two $G$-principal groupoids with connection $\Gamma_1$ and $\Gamma_2$, a morphism of groupoids $\Phi : \Gamma_1 \to \Gamma_2$ is a morphism of $G$-principal groupoids with connections if and only if it is $G$-equivariant and preserves the connection 1-forms:

$$\Phi^* \Omega_2 = \Omega_1.$$ 

We leave the easy proof to reader.

The **curvature 2-form** of a connection $\Omega$ is a right-invariant, $\mathfrak{g}$-valued, 2-form

$$\text{Curv}(\Omega) \in \Omega^2_R(\Gamma; \mathfrak{g}),$$ 

which measures the failure of the horizontal distribution $\mathcal{H}$ in being integrable. It is defined by:

$$\text{Curv}(v, w) := d\Omega(h(v), h(w)), \quad v, w \in T^s \Gamma.$$ 

Here $h : T^s \Gamma \to \mathcal{H}$ denotes the projection and $d : \Omega^k_R(\Gamma; V) \to \Omega^{k+1}_R(\Gamma; V)$ denotes the $s$-foliated differential (de Rham differential along the $s$-fibers). Of course, the
restriction of $\text{Curv}(\Omega)$ to the $s$-fiber $s^{-1}(x)$ is the usual curvature 2-form of the induced connection on $s^{-1}(x) \to s^{-1}(x)/G$. This leads immediately to:

**Proposition 2.14.** A connection $\Omega$ on a $G$-principal groupoid $\Gamma \rightrightarrows X$ satisfies:

(i) 1st structure equation:

$$d\Omega = -\Omega \wedge \Omega + \text{Curv}(\Omega);$$

(ii) 1st Bianchi’s identity:

$$d\text{Curv}(\Omega)|_H = 0.$$

**Example 2.15.** For an arbitrary $G$-principal groupoid $\Gamma \rightrightarrows X$ with connection $\Omega$, each source fiber $s^{-1}(x) \to s^{-1}(x)/G$ is a $G$-principal bundle with connection. As we saw in Example 2.12, the pair groupoid $s^{-1}(x) \times s^{-1}(x) \rightrightarrows s^{-1}(x)$ is then a $G$-principal groupoid with connection, and we then have a morphism of $G$-principal bundles with connections covering the target map (see Example 2.7):

$$s^{-1}(x) \times s^{-1}(x) \xrightarrow{\iota} \Gamma \xrightarrow{} X$$

2.4. **$G$-structure groupoids.** Recall our standing assumption that $G$ is a compact group. If not, in the next definition we should require $G \subset \text{GL}(n, \mathbb{R})$ to be a closed subgroup.

**Definition 2.16.** Given $G \subset \text{GL}(n, \mathbb{R})$, a $G$-structure groupoid consists of a $G$-principal groupoid $\Gamma \rightrightarrows X$ equipped with a pointwise surjective, right-invariant, $\mathbb{R}^n$-valued 1-form $\Theta \in \Omega^1(\Gamma; \mathbb{R}^n)$ satisfying:

(i) $\Theta$ is strongly horizontal:

$$\Theta_\gamma(v) = 0 \text{ iff } v = (\alpha|_\gamma), \text{ for some } \alpha \in g.$$

(ii) $\Theta$ is $G$-equivariant:

$$g^*\Theta = g^{-1} \cdot \Theta, \quad \forall g \in G.$$

We call $\Theta$ the **tautological form** of the $G$-structure groupoid.

A morphism of $G$-structure groupoids $\Phi : \Gamma_1 \to \Gamma_2$ is a morphism of $G$-principal groupoids which preserves the tautological forms: $\Phi^*\Theta_2 = \Theta_1$.

The tautological form $\Theta$ restricts on each source fiber of $\Gamma$ to a 1-form

$$\theta_x = \Theta|_{s^{-1}(x)} \in \Omega^1(s^{-1}(x); \mathbb{R}^n).$$

By properties (i) and (ii) in the definition, this 1-form is strongly horizontal and $G$-equivariant for the $G$-principal action on the fiber $s^{-1}(x)$. Hence, we obtain a $G$-structure $s^{-1}(x) \to s^{-1}(x)/G$ over an orbifold (cf. Proposition 2.1). Therefore, the source fibers of a $G$-structure groupoid $\Gamma$ form a smooth family of $G$-structures.

**Remark 2.17.** Since $\Theta$ is assumed to be right-invariant, condition (i) in the definition holds if and only if it holds along the identities. Using the action morphism $\iota : X \rtimes G \to \Gamma$, we conclude that (i) is equivalent to:

$$\Theta_{1,\iota}(v) = 0 \text{ iff } v = d_{(x,e)}\iota(0,\alpha), \text{ for some } \alpha \in g.$$
The definition of a $G$-structure groupoid $\Gamma \rightrightarrows X$ gives:

$$\dim(s^{-1}(x)) = n + \dim G, \quad \forall x \in X.$$ 

On the other hand, there is no restriction on the dimension of the base $X$, which can be arbitrary. A morphism of $G$-structure groupoids $\Phi : \Gamma_1 \rightarrow \Gamma_2$ restricts to an étale map between the source-fibers.

**Example 2.18.** Similar to Example 2.6, a $G$-structure groupoid on the pair groupoid $P \times P \rightrightarrows P$ is the same thing as an ordinary $G$-structure on $P \rightarrow P/G = M$. The tautological 1-forms $\theta \in \Omega^1(P; \mathbb{R}^n)$ and $\Theta \in \Omega^1_R(\Gamma; \mathbb{R}^n)$ are related by:

$$\Theta(p_1, p_2)(v_1, 0) = \theta_{p_1}(v).$$

Moreover, as in Example 2.7, for any $G$-structure groupoid $\Gamma \rightrightarrows X$, each source fiber $s^{-1}(x) \rightarrow s^{-1}(x)/G$ has a $G$-structure, and we have a morphism of $G$-structure groupoids covering the target map:

$$s^{-1}(x) \times s^{-1}(x) \rightarrow \Gamma, \quad (\gamma_1, \gamma_2) \mapsto \gamma_1 \cdot \gamma_2^{-1}.$$ 

**Example 2.19** (The trivial $G$-structure Lie group). Given $G \subset \text{GL}(n, \mathbb{R})$ we can form the semi-direct product Lie group:

$$\Gamma := \mathbb{R}^n \rtimes G,$$

which we view as a Lie groupoid over a singleton $\{*\}$. The $G$-action

$$\Gamma \times G \rightarrow \Gamma, \quad (v, h, g) = (v, hg),$$

is a $G$-principal action (in the sense of Definition 2.2) and carries the tautological form $\Theta \in \Omega^1_R(\Gamma; \mathbb{R}^n)$ defined by:

$$\Theta_{(u, g)}(v, \alpha) = g^{-1}v.$$ 

The resulting $G$-structure on $s^{-1}(*) = \mathbb{R}^n \rtimes G \rightarrow s^{-1}(*)/G = \mathbb{R}^n$ is the trivial $G$-structure over $\mathbb{R}^n$. So we call this the trivial $G$-structure Lie group.

Later we will see much less trivial examples.

2.5. $G$-structure groupoids with connection. Let $\Gamma \rightrightarrows X$ be a $G$-structure groupoid with tautological form $\Theta$. If, additionally, $\Gamma$ is equipped with a connection $\Omega$, we define the torsion of the connection to be the right-invariant 2-form $\text{Tors}(\Omega) \in \Omega^2(\Gamma; \mathbb{R}^n)$ given by:

$$\text{Tors}(\Omega)(v, w) = d\Theta(h(v), h(w)), \quad v, w \in T^*\Gamma.$$ 

The restriction of $\text{Tors}(\Omega)$ to the source fiber $s^{-1}(x)$ is the (usual) torsion 2-form of the induced connection on $s^{-1}(x) \rightarrow s^{-1}(x)/G$ and we find:

**Proposition 2.20.** Given a connection $\mathcal{H}$ on a $G$-structure groupoid $\Gamma \rightrightarrows X$, the tautological 1-form $\Theta$, the connection 1-form $\Omega$ and its torsion, satisfy:

(i) 2nd structure equation:

$$d\Theta = -\Omega \wedge \Theta + \text{Tors}(\Omega);$$

(ii) 2nd Bianchi’s identity:

$$d\text{Tors}(\Omega)|_{\mathcal{H}} = (\text{Curv}(\Omega) \wedge \Theta)|_{\mathcal{H}}.$$ 

The following proposition is also an immediate consequence of Proposition 2.13.
Proposition 2.21. Given two \( G \)-structure groupoids with connection \( \Gamma_1 \) and \( \Gamma_2 \), a morphism of groupoids \( \Phi : \Gamma_1 \to \Gamma_2 \) is a \( G \)-structure groupoid morphism if and only if it is \( G \)-equivariant and preserves the tautological and connection 1-forms:

\[
\Phi^* \Theta_2 = \Theta_1, \quad \Phi^* \Omega_2 = \Omega_1.
\]

3. \( G \)-STRUCTURE ALGEBROIDS AND CONNECTIONS

We now turn to the infinitesimal versions of \( G \)-principal groupoids and \( G \)-structure groupoids, namely, \( G \)-principal algebroids and \( G \)-structure algebroids. We will see that specifying a Cartan’s realization problem is equivalent to specifying a \( G \)-structure algebroid with connection and this will be the starting point for our method to solve the problem.

3.1. \( G \)-principal algebroids. We will denote by \( A \to X \) a Lie algebroid with anchor \( \rho : A \to TX \) and Lie bracket \([\cdot, \cdot]\). Recall that if a Lie group \( G \) acts on \( A \) by Lie algebroid automorphisms, it has an associated infinitesimal action, namely the Lie algebra morphism \( \hat{\psi} : g \to \text{Der}(A) \) into the Lie algebra of derivations of \( A \), given by:

\[
\hat{\psi}(\alpha)(s) := \frac{d}{dt} \bigg|_{t=0} (\exp(t\alpha))^*s, \quad \alpha \in g, \ s \in \Gamma(A),
\]

where the right hand side of the expression above denotes the action of \( G \) on \( \Gamma(A) \) induced by the action of \( G \) on \( A \). The \( G \)-action on \( A \) covers a \( G \)-action on \( X \) which also has an associated infinitesimal action \( \psi : g \to \mathfrak{X}(X) \):

\[
\psi(\alpha)(f)(x) := \frac{d}{dt} \bigg|_{t=0} f(x \exp(t\alpha)), \quad f \in C^\infty(X).
\]

The two infinitesimal actions are related: the derivation \( \hat{\psi}(\alpha) \in \text{Der}(A) \) has symbol the vector field \( \psi(\alpha) \in \mathfrak{X}(X) \), so that:

\[
\hat{\psi}(\alpha)(fs) = f \hat{\psi}(\alpha)(s) + \psi(\alpha)(f)s, \quad \alpha \in g, \ s \in \Gamma(A), \ f \in C^\infty(X).
\]

Definition 3.1. A \( G \)-action on a Lie algebroid \( A \) by Lie algebroid automorphisms with infinitesimal action \( \hat{\psi} : g \to \text{Der}(A) \) is called a \( G \)-principal action if there is an injective algebroid morphism \( i : X \times g \to A \) such that:

\[
\hat{\psi}(\alpha) = [i(\alpha), -].
\]

We call \( A \) a \( G \)-principal algebroid and \( i : X \times g \to A \) the action morphism.

A morphism of \( G \)-principal Lie algebroids is a Lie algebroid morphism

\[
\begin{array}{ccc}
A_1 & \xrightarrow{\Phi} & A_2 \\
\downarrow & & \downarrow \\
X_1 & \xrightarrow{\phi} & X_2
\end{array}
\]

which is \( G \)-equivariant and which intertwines the action morphisms:

\[
\Phi \circ i_1 = i_2 \circ (\phi \times I).
\]

The action morphism \( i : X \times g \to A \) is part of the data defining a \( G \)-principal Lie algebroid: there could be more that one such morphism determining the same infinitesimal action \( \hat{\psi} : g \to \text{Der}(A) \). When \( G \) is connected, this morphism determines the \( G \)-action.
Proposition 3.2. Let $\Gamma \rightrightarrows X$ be a $G$-principal Lie groupoid with action morphism $i : X \times G \rightarrow \Gamma$. Then its Lie algebroid $A \rightarrow X$ is a $G$-principal algebroid with action morphism $i = i_* : X \times \mathfrak{g} \rightarrow A$.

Conversely, given a $G$-principal algebroid $A \rightarrow X$, a Lie groupoid $\Gamma \rightrightarrows X$ integrating $A$ admits a (unique) $G$-principal action inducing the $G$-action on $A$ provided the action morphism $i : X \times \mathfrak{g} \rightarrow A$ integrates to an effective $G$-principal morphism:

$$i : X \times G \rightarrow \Gamma.$$  

Proof. Assume first that we have a $G$-principal action $\Gamma \times G \rightarrow \Gamma$. Differentiating the associated inner $G$-action on $\Gamma$, given by (2.5), we obtain a $G$-action on the Lie algebroid $A$ of $\Gamma$ by Lie algebroid automorphisms:

$$A \times G \rightarrow A, \quad \xi \circ g := \left. \frac{d}{dt} \right|_{t=0} \gamma(t) \circ g, \quad (\xi \in A_x, g \in G),$$

where $\gamma(t)$ is a curve in the source fiber $s^{-1}(x)$ with $\gamma(0) = 1_x$ and $\dot{\gamma}(0) = \xi$.

The $G$-action on $A$ is proper and effective (but it may fail to be free). It covers the $G$-action on $X$ and it has an associated infinitesimal action $\hat{\psi} : \mathfrak{g} \rightarrow \text{Der}(A)$. The action morphism $i : X \times G \rightarrow \Gamma$ differentiates to a Lie algebroid morphism $i : X \times \mathfrak{g} \rightarrow A$ and we find that:

$$\hat{\psi}(\alpha)(s) = [i(\alpha), s].$$

This proves the first half of the theorem.

Conversely, given a $G$-principal action on $A \rightarrow X$ and a Lie groupoid $\Gamma \rightrightarrows X$ integrating $A$, if the morphism $i : X \times \mathfrak{g} \rightarrow A$ integrates to a Lie groupoid morphism $\iota : X \times G \rightarrow \Gamma$, the latter must be locally injective, since the former is injective by definition. Then, as in Proposition 2.4, formula (2.4) defines a $G$-action on $\Gamma$ which is principal provided it is effective. \hfill $\square$

Remark 3.3 (Effectiveness). Concerning the assumption in the statement of the previous proposition, notice that if the $G$-action on $A$ is effective, the action morphism $i : X \times \mathfrak{g} \rightarrow A$ integrates to an effective Lie groupoid morphism $\iota : X \times G \rightarrow \Gamma$. Indeed, assume that this was not the case, so there exists $e \neq g_0 \in G$ such that $i(x, g_0) = 1_x$ for all $x \in X$. It follows that for the associated inner action of $G$ on $\Gamma$, given by (2.5), the element $g_0$ also acts trivially. Hence, the element $g_0$ acts trivially on $A$, contradicting the assumption that $G$ acts effectively on $A$. This covers many applications.

When it comes to morphisms, observe that a morphisms of $G$-principal groupoids $\Phi : \Gamma_1 \rightarrow \Gamma_2$ induces a morphism $\Phi_* : A_1 \rightarrow A_2$ of the associated $G$-principal algebroids. The converse, in general, fails unless $\Gamma_1$ is the canonical $G$-integration of $A_1$, to be discussed later in Section 5.

The proposition above shows that a $G$-principal algebroid parameterizes infinitesimally families of $G$-principal bundles. This can be seen already in the case of a single principal bundle:

Example 3.4. A $G$-principal action on the tangent Lie algebroid $A = TP \rightarrow P$ covering an effective $G$-action on $P$, is the same thing as a $G$-principal action on $P$. Indeed, the infinitesimal action $\psi : \mathfrak{g} \rightarrow \mathfrak{X}(P)$ can be viewed as a Lie algebroid morphism:

$$i : P \times \mathfrak{g} \rightarrow TP, \quad (x, \alpha) \mapsto (\alpha P)|_p,$$
and this is just the action morphism of the $G$-action on $A = TP$, since one checks easily that its associated infinitesimal action is given by:

\[ \hat{\psi} : g \rightarrow \text{Der}(TP), \quad \alpha \mapsto [i(\alpha), -]. \]

The condition that $i : P \times g \rightarrow TP$ is injective, together with the assumption that the $G$-action on $P$ is effective, guarantees that we have a $G$-principal action. The $G$-action on $A = TP$ is the tangent lift of the $G$-action on $P$:

\[ \xi \circ g = \left. \frac{d}{dt} \right|_{t=0} p(t) \cdot g, \]

where $p(t)$ is any curve in $P$ with $p(0) = \xi$.

**Example 3.5.** Given a $G$-principal groupoid $\Gamma \Rightarrow X$, it follows from Example 3.4 that $T(s^{-1}(x)) \rightarrow s^{-1}(x)$ is a $G$-principal algebroid. If $A \rightarrow X$ is the Lie algebroid of $\Gamma$, then we have a morphism of $G$-principal Lie algebroids covering the target:

\[ \begin{array}{ccc}
T(s^{-1}(x)) & \longrightarrow & A \\
\downarrow & & \downarrow \\
s^{-1}(x) & \rightarrow & X \\
\end{array} \]

\[ v_\gamma \mapsto dR_{\gamma^{-1}}(v_\gamma). \]

This morphism is just the infinitesimal version of the morphism of $G$-principal groupoids given in Example 2.7.

**Example 3.6.** The $G$-principal algebroid corresponding to the $G$-principal action of Example 2.8 is the action algebroid $A = X \rtimes h \rightarrow X$ defined by the infinitesimal action $\psi : h \rightarrow X(X)$ associated with the $H$-action on $X$. The corresponding action morphism is just the inclusion

\[ i : X \times g \hookrightarrow X \times h. \]

The $G$-action on $A$ is

\[ (x, \alpha) \circ g = (g^{-1}x, \text{Ad}_{g^{-1}} \alpha), \quad (x, \alpha) \in X \times h, \]

where $\text{Ad}$ denotes the restriction of the adjoint action of $H$ to $G$.

**Example 3.7.** The $\text{SO}(2, \mathbb{R})$-principal algebroid corresponding to the $\text{SO}(2, \mathbb{R})$-principal action of Example 2.9 is the bundle of Lie algebras $A = \mathbb{R} \times \mathbb{R}^3 \rightarrow \mathbb{R}$ with Lie bracket given by:

\[ [e_1, e_2] = xe_3, \quad [e_2, e_3] = e_1, \quad [e_3, e_1] = e_2, \]

where we have denoted by $\{e_1, e_2, e_3\}$ the basis of constant sections of $A$ associated with the canonical basis of $\mathbb{R}^3$. The action morphism of this Lie algebroid is:

\[ i : \mathbb{R} \times \text{so}(2, \mathbb{R}) \rightarrow A, \quad (x, \lambda) \mapsto \lambda e_3. \]

The $\text{SO}(2, \mathbb{R})$-action on $A$ is given by

\[ (x, v) \circ e^{-i\theta} = (x, R_\theta v), \quad (x, v) \in \mathbb{R} \times \mathbb{R}^3 \]

where $R_\theta : \mathbb{R}^3 \rightarrow \mathbb{R}^3$ denotes a rotation by an angle $\theta$ around the 3rd axis.
3.2. Connections on $G$-principal algebroids.

**Definition 3.8.** A connection on a $G$-principal algebroid $A 	o X$ with action morphism $i : X \times g \to A$, is a subbundle $H \subset A$ satisfying:

(i) $H$ is horizontal relative to $i : X \times g \to A$:

$$A = H \oplus \text{Im} i;$$

(ii) $H$ is $G$-invariant:

$$H_{xg} = g_*(H_x).$$

A morphism of $G$-principal algebroids with connection is a $G$-principal algebroid morphism $\Phi : A_1 \to A_2$ such that $\Phi_*(H_1) \subset H_2$.

A connection $\mathcal{H}$ on a $G$-principal groupoid $\Gamma \rightrightarrows X$, being a right-invariant distribution, defines a subbundle $H = \mathcal{H}|_X$ of the Lie algebroid $A \to X$ of $\Gamma$. This subbundle is complementary to the image of the morphism $i : X \times g \to A$ and it is immediate to check that it satisfies the properties in the definition. This gives a 1:1 correspondence:

$$\begin{align*}
\left\{ \text{connections } \mathcal{H} \text{ on } \Gamma \rightrightarrows X \right\} & \leftrightarrow \left\{ \text{connections } H \text{ on } A \to X \right\}.
\end{align*}$$

At the algebroid level one can also characterize connections using differential $A$-forms, since we have the following easy proposition:

**Proposition 3.9.** Given a connection $H$ on a $G$-principal algebroid $A \to X$ there is a unique $g$-valued $A$-form $\omega \in \Omega^1(A; g)$ with $\text{Ker} \omega = H$ and satisfying:

(i) It is vertical relative to the morphism $i : X \times g \to A$:

$$\omega(i(x, \alpha)) = \alpha, \quad \forall \alpha \in g, \ x \in M;$$

(ii) It is $G$-equivariant for the $G$-action on $A$ by automorphisms:

$$\omega_{xg}(\xi \circ g) = \text{Ad}_{g^{-1}} \cdot \omega_x(\xi), \quad \forall \xi \in A_x, \ g \in G.$$

Conversely, given a $g$-valued $A$-form $\omega \in \Omega^1(A; g)$ satisfying (i) and (ii), its kernel $H = \text{Ker} \omega$ defines a connection.

Obviously, the $A$-form $\omega \in \Omega^1(A; g)$ given in the previous proposition ought to be called the connection 1-form of the connection $H$. When $A$ is the Lie algebroid of a $G$-principal groupoid $\Gamma$, under the 1:1 correspondence ([3.1]) the connection 1-forms $\Omega \in \Omega^1_k(\Gamma; g)$ and $\omega \in \Omega^1(A; g)$ correspond to each other via restriction along the identity section:

$$\Omega^1_k(\Gamma; g) \ni \Omega \leftrightarrow \omega \in \Omega^1(A; g), \quad \text{with} \quad \omega_x := \Omega_{1x}.$$

On the other hand, a morphism of Lie algebroids $\Phi : A_1 \to A_2$ induces a pullback of $V$-valued $A$-forms:

$$\Phi : \Omega^k(A_2; V) \to \Omega^k(A_1; V).$$

and this leads to the following characterization of morphisms of $G$-principal algebroids with connection, whose proof is immediate:

**Proposition 3.10.** Let $A_1$ and $A_2$ be $G$-principal algebroids with connection. A Lie algebroid morphism $\Phi : A_1 \to A_2$ is a morphism of $G$-principal algebroids with connection if and only if $\Phi$ is $G$-equivariant, intertwines the action morphisms and preserves the connection 1-forms: $\Phi^* \omega_2 = \omega_1$. 
Henceforth, we will specify connections on a $G$-principal algebroid by specifying the connection 1-form $\omega \in \Omega^1(A; g)$.

**Remark 3.11** (Existence of connections). Under our standing assumption that $G$ is compact, any $G$-principal algebroid admits a connection. In fact, if we consider the short exact sequence

$$0 \longrightarrow X \rtimes g \longrightarrow A \longrightarrow A/\text{Im}i \longrightarrow 0,$$

then a connection is just a $G$-equivariant splitting of the map $i$. To construct such a splitting we may take an arbitrary splitting and use an averaging argument to obtain a connection. We note also that since there is a 1:1 correspondence between connections on $G$-principal groupoids and their $G$-principal algebroids it follows that every $G$-principal groupoid admits a connection. This argument remains valid, more generally, if we replace the compactness assumption on $G$ by the assumption that the $G$-action on $A$ is proper.

**Example 3.12.** Under the correspondence between $G$-principal bundles $P \to M$ and $G$-principal algebroids $TP \to P$ (see Example 3.4), a connection $H$ on the $G$-principal bundle $\pi: P \to M$ is the same thing as a connection on the algebroid $TP \to P$. The two notions of connection 1-form, in the principal bundle and principal algebroid senses, coincide. Moreover, the connection $H$ is the infinitesimal version of the connection $\mathcal{H}$ on the pair groupoid $P \times P \Rightarrow P$ (see Example 2.12).

**Example 3.13.** Given a $G$-principal groupoid $\Gamma \Rightarrow X$ with connection $H$, each source fiber $s^{-1}(x) \to s^{-1}(x)/G$ is a $G$-principal bundle with connection $H_x$, and so $T(s^{-1}(x)) \to s^{-1}(x)$ is a $G$-principal algebroid with connection $H_x$ (see Example 3.13). The Lie algebroid $A \to X$ of $\Gamma$ is a $G$-principal Lie algebroid with connection $H$ and we have a morphism of $G$-principal Lie algebroids with connection:

$$T(s^{-1}(x)) \to A, \quad v_\gamma \mapsto dR_{\gamma^{-1}}(v_\gamma).$$

This is, of course, the infinitesimal version of Example 2.15.

Naturally, we define the **curvature 2-form** of a connection $\omega$ to be the $A$-form $\text{Curv}(\omega) \in \Omega^2(A; g)$ given by:

$$\text{Curv}(\omega)(\xi, \zeta) := d_A \omega(h(\xi), h(\zeta)), \quad \xi, \zeta \in A,$$

where $h: A \to H$ denotes the projection and $d_A : \Omega^k(A; V) \to \Omega^{k+1}(A; V)$ the Lie algebroid differential. We leave the proof of the following easy proposition to the reader:

**Proposition 3.14.** The connection $\omega \in \Omega^1(A; g)$ on a $G$-principal algebroid $A$ satisfies:

(i) 1st structure equation:

$$d_A \omega = -\omega \wedge \omega + \text{Curv}(\omega);$$

(ii) 1st Bianchi’s identity:

$$d_A \text{Curv}(\omega)|_H = 0.$$

Moreover, $\text{Curv}(\omega) = 0$ if and only if $H \subset A$ is a Lie subalgebroid.
3.3. **G-structure algebroids.** We are now ready to discuss the infinitesimal version of a G-structure groupoid:

**Definition 3.15.** Let $G \subset \text{GL}(n, \mathbb{R})$. A **G-structure algebroid** consists of a $G$-principal algebroid $A \to X$ with action morphism $i : X \times g \to A$, equipped with a fiberwise surjective, $\mathbb{R}^n$-valued, $A$-form $\theta \in \Omega^1(A; \mathbb{R}^n)$ satisfying:

(i) **strong horizontality:**

$$\theta_x(\xi) = 0 \text{ iff } \xi = i(x, \alpha), \text{ for some } \alpha \in g.$$

(ii) **$G$-equivariance:**

$$\theta_{x \cdot g}(\xi \otimes g) = g^{-1} \cdot \theta_x(\xi), \forall g \in G.$$

We call $\theta$ the **tautological form** of the $G$-structure algebroid.

A **morphism** of $G$-structure algebroids $\Phi : A_1 \to A_2$ is a morphism of $G$-principal algebroids which preserves the tautological forms: $\Phi^* \theta_2 = \theta_1$.

The definition of a $G$-structure algebroid $A \to X$ implies that:

$$\text{rank } A = n + \dim G.$$  

There is no restriction on the dimension of the base $X$, which can be arbitrary. A morphism of $G$-structure algebroids $\Phi : A_1 \to A_2$ is necessarily a fiberwise isomorphism.

Since restriction along the unit section establishes a 1:1 correspondence between right-invariant forms on the Lie groupoid $\Gamma \rightrightarrows X$ and $A$-forms on its Lie algebroid $A \to X$, the following result is an immediate consequence of Proposition 3.2 and Remark 2.17.

**Proposition 3.16.** If $\Gamma \rightrightarrows X$ is a $G$-structure groupoid with tautological form $\Theta$, then its Lie algebroid $A \to X$ is a $G$-structure algebroid with tautological form $\theta = \Theta|_X$.

Conversely, given a $G$-structure algebroid $A \to M$ with tautological form $\theta$ and a Lie groupoid $\Gamma \rightrightarrows X$ integrating $A$, if the action morphism $i : X \times g \to A$ integrates to an effective Lie groupoid morphism

$$i : X \times G \to \Gamma,$$

then there is a unique $G$-structure groupoid structure on $\Gamma$ with tautological 1-form the unique right-invariant, $\mathbb{R}^n$-valued, 1-form $\Theta$ such that $\Theta|_X = \theta$.

The previous proposition shows that $G$-structure algebroids parameterize, infinitesimally, families of $G$-structures. Again, this can be illustrated already in the case of a single $G$-structure.

**Example 3.17.** A $G$-structure algebroid on $A = TP \to P$ is the same thing as a $G$-structure on $P \to P/G = M$. In fact, we saw in Example 3.4 that a $G$-principal action on $TP$ is the same thing as a $G$-principal bundle. Moreover, the form $\theta$ in the definition of a $G$-structure algebroid is an ordinary form $\theta \in \Omega^1(P; \mathbb{R}^n)$ which is strongly horizontal and equivariant in the usual sense.

Now, given a $G$-structure groupoid $\Gamma \rightrightarrows X$, each source fiber $s^{-1}(x) \to s^{-1}(x)/G$ has a $G$-structure and so $T(s^{-1}(x)) \to s^{-1}(x)$ is a $G$-structure algebroid. The Lie
Algebroid $A$ of $\Gamma$ is also a $G$-structure algebroid and we have a morphism of $G$-structure algebroids:

$$
\begin{array}{ccc}
T(s^{-1}(x)) & \rightarrow & A \\
\downarrow & & \downarrow \\
\rightarrow & & \rightarrow \\
\downarrow & & \downarrow \\
s^{-1}(x) & \rightarrow & X \\
\end{array}
$$

This is, of course, the infinitesimal version of Example 2.18.

### 3.4. $G$-structure algebroids with connection

Given a $G$-structure algebroid $A \rightarrow X$ with connection $\omega \in \Omega^1(A; g)$ we define the torsion of the connection to be the $\mathbb{R}^n$-valued $A$-form $\text{Tors}(\omega) \in \Omega^2(A; \mathbb{R}^n)$ given by:

$$
\text{Tors}(\omega)(\xi, \zeta) := d_A \theta(h(\xi), h(\zeta)), \quad \xi, \zeta \in A,
$$

where $\theta \in \Omega^1(A; \mathbb{R}^n)$ denotes the tautological 1-form and $h : A \rightarrow H$ the projection.

Under the correspondence between $G$-structure groupoids and $G$-structure algebroids given by Proposition 3.16, if a connection $\Omega$ on $\Gamma$ corresponds to a connection $\omega$ on $A$, then the associated torsions $\text{Tors}(\Omega)$ and $\text{Tors}(\omega)$ correspond to each other, so that:

$$
\text{Tors}(\omega)_x = \text{Tors}(\Omega)_x, \quad \forall x \in X.
$$

Moreover, we have the infinitesimal versions of the 2nd structure equation and Bianchi’s identity. We leave the (easy) proof to the reader.

**Proposition 3.18.** Let $A \rightarrow X$ be a $G$-structure algebroid with connection $H$. Then the tautological 1-form $\theta$, the connection 1-form $\omega$ and its torsion satisfy:

(i) **2nd structure equation:**

$$
d_A \theta = -\omega \wedge \theta + \text{Tors}(\omega);
$$

(ii) **2nd Bianchi’s identity:**

$$
d_A \text{Tors}(\omega)|_H = (\text{Curv}(\omega) \wedge \theta)|_H.
$$

Also, the following characterization of morphisms is an immediate consequence of Proposition 3.10:

**Proposition 3.19.** Given two $G$-structure algebroids with connection $A_1$ and $A_2$, a morphism of algebroids $\Phi : A_1 \rightarrow A_2$ is a morphism of $G$-structure algebroids with connection if and only if it is $G$-equivariant, intertwines the action morphisms, and preserves the tautological and connection 1-forms:

$$
\Phi^* \theta_2 = \theta_1, \quad \Phi^* \omega_2 = \omega_1.
$$

**Example 3.20.** A $G$-structure algebroid structure with connection on $TP \rightarrow P$ is the same thing as a $G$-structure with connection on $P \rightarrow P/G = M$ (see Example 3.12). Hence, if one is given $G$-structures with connection $(F_G(M_1), \theta_1, \omega_1)$, and a local diffeomorphism $\varphi : M_1 \rightarrow M_2$ the lift

$$
\tilde{\varphi} : F_G(M_1) \rightarrow F_G(M_2)
$$

is a map of $G$-structures with connections if and only if the bundle map

$$
d\tilde{\varphi} : T(F_G(M_1)) \rightarrow T(F_G(M_2))
$$

is a morphism of $G$-structure algebroids with connection.
3.5. Canonical form of a $G$-structure algebroid with connection. We are now in condition to justify why $G$-structure algebroids with connection give the appropriate language to deal with Cartan’s realization problem.

**Definition 3.21.** A $G$-structure algebroid $A \to X$ with connection is said to be in canonical form if

- $A = X \times (\mathbb{R}^n \oplus \mathfrak{g})$ is the trivial vector bundle;
- the $G$-action on $A$ takes the form: $(x, u, \alpha) \cdot g = (x, g^{-1}u, \text{Ad}_{g^{-1}} \cdot \alpha)$;
- the action morphism is the inclusion $i : X \times \mathfrak{g} \to A$, $(x, \alpha) \mapsto (x, 0, \alpha)$;
- the tautological form is given by the projection $\theta : X \times (\mathbb{R}^n \oplus \mathfrak{g}) \to \mathbb{R}^n$;
- the connection is given by $H = X \times (\mathbb{R}^n \oplus \{0\}) \subset A$ or, equivalently, the connection 1-form is the projection $\omega : X \times (\mathbb{R}^n \oplus \mathfrak{g}) \to \mathfrak{g}$.

For a $G$-structure algebroid with connection in canonical form we can re-express the torsion and curvature 1-forms as $G$-equivariant maps:

- **torsion:** $c : X \to \text{Hom}(\wedge^2 \mathbb{R}^n, \mathbb{R}^n)$:
  \[ c(x)(v, w) = \text{Tors}(\omega_x)(v, w); \]
- **curvature:** $R : X \to \text{Hom}(\wedge^2 \mathbb{R}^n, \mathfrak{g})$:
  \[ R(x)(v, w) = \text{Curv}(\omega_x)(v, w); \]

where we don’t distinguish between the vector $v \in \mathbb{R}^n$ and $(x, 0, v) \in A_x$. Using these expressions, we can deduce that the Lie bracket and the anchor coincide with the ones deduced in Section 1.2 in connection with Cartan’s realization problem.

**Proposition 3.22.** For a $G$-structure algebroid with connection which is in canonical form $A = X \times (\mathbb{R}^n \oplus \mathfrak{g}) \to X$ the Lie bracket is given on constant sections by:

\[
[(u, \alpha), (v, \beta)] = (\alpha \cdot v - \beta \cdot u - c(u, v), [\alpha, \beta]_\mathfrak{g} - R(u, v)),
\]

while the anchor $\rho : A \to TX$ takes the form:

\[
\rho(u, \alpha) = F(u) + \psi(\alpha), \quad (u, \alpha) \in \mathbb{R}^n \oplus \mathfrak{g},
\]

where $F : X \times \mathbb{R}^n \to TX$ is a $G$-equivariant bundle map and $\psi : \mathfrak{g} \to \mathfrak{X}(X)$ denotes the infinitesimal $G$-action on $X$.

**Proof.** If $s_1$ and $s_2$ are sections such that $\theta(s_1)$ and $\omega(s_1)$ are constant, then the definition of the differential shows that:

\[
d_A\theta(s_1, s_2) = -\theta([s_1, s_2]), \quad d_A\omega(s_1, s_2) = -\omega([s_1, s_2]).
\]

So all we have to show is that:

\[
-d_A\theta((u, \alpha), (v, \beta)) = \alpha \cdot v - \beta \cdot u - c(u, v),
\]

\[
-d_A\omega((u, \alpha), (v, \beta)) = [\alpha, \beta]_\mathfrak{g} - R(u, v)).
\]

This follows easily from the structure equations and the definition of $c$ and $R$.

The form of the anchor follows from the fact that the composition of the action morphism $i : X \times \mathfrak{g} \to A$ with the anchor $\rho$ is the infinitesimal action $\psi$.

\[\square\]

For any $G$-structure algebroid with connection, the tautological and connection 1-forms give a coframe $(\theta, \omega)$ for the vector bundle $A \to X$. This allows to put any $G$-structure Lie algebroid with connection in canonical form and in a natural way, i.e., independent of choices:
Proposition 3.23. Any $G$-structure algebroid with connection $A \to X$ is naturally isomorphic to one in canonical form.

Proof. The tautological and the connection 1-form give a coframe $(\theta, \omega)$ for $A$ defining an isomorphism

$$A \cong X \times (\mathbb{R}^n \oplus \mathfrak{g}), \quad \xi_x \mapsto (x, \theta(\xi), \omega(\xi)).$$

One checks immediately that this puts $A$ into canonical form. □

For a Lie algebroid in canonical form, using expression (3.2) for the Lie bracket, we deduce that the Jacobi identity is equivalent to the following set of equations:

1. The Jacobi identity for the bracket on $\mathfrak{g}$
   $$[[[\alpha, \beta]_\mathfrak{g}, \gamma]_\mathfrak{g} + [[\beta, \gamma]_\mathfrak{g}, \alpha]_\mathfrak{g} + [[\gamma, \alpha]_\mathfrak{g}, \beta]_\mathfrak{g} = 0,$$
   (by considering constant sections of the form $(0, \alpha), (0, \beta)$ and $(0, \gamma)$);

2. The defining representation $\mathfrak{g} \subset \mathfrak{gl}(n, \mathbb{R})$:
   $$[[\alpha, \beta]_\mathfrak{g}(u) = \alpha(\beta(u)) - \beta(\alpha(u)),$$
   (by considering constant sections of the form $(0, \alpha), (0, \beta)$ and $(u, 0)$);

3. The $\mathfrak{g}$-equivariance of $R$ and $c$:
   $$\psi(\alpha)(R(u, v)) = R(\alpha(u), v) + R(u, \alpha(v)),$$
   $$\psi(\alpha)(c(u, v)) = c(\alpha(u), v) + c(u, \alpha(v)),$$
   (by considering constant sections of the form $(0, \alpha), (u, 0)$ and $(v, 0)$);

4. The 1st and 2nd Bianchi identities:
   $$\bigcirc \{ F(u)(c(v, w)) + c(u, c(v, w)) \} = \bigcirc R(u, v)w,$$
   $$\bigcirc \{ F(u)(R(v, w)) + R(c(u, v), w) \} = 0,$$
   (by considering constant sections of the form $(u, 0), (v, 0)$ and $(w, 0)$). Here, the symbol $\bigcirc$ means sum over the cyclic permutations.

We conclude that:

Corollary 3.24. Let $(G, X, c, R, F)$ be a Cartan Data satisfying additionally:

$$\bigcirc \{ F(u)(c(v, w)) + c(u, c(v, w)) \} = \bigcirc R(u, v)w,$$
$$\bigcirc \{ F(u)(R(v, w)) + R(c(u, v), w) \} = 0,$$

then the Lie bracket (3.2) and the anchor (3.3) define a $G$-structure algebroid with connection (in canonical form).

Let us give two simple examples of $G$-structure algebroids in canonical form.

Example 3.25 (G-structure Lie algebras). Let $A \to \{ \ast \}$ be a $G$-structure algebroid over a singleton. This means that $A = \mathbb{R}^n \oplus \mathfrak{g}$ is a Lie algebra with Lie bracket

$$[[u, \alpha], (v, \beta)] = (\alpha \cdot v - \beta \cdot u - c(u, v), [\alpha, \beta]_\mathfrak{g} - R(u, v)),$$

where $c \in \text{Hom}(\wedge^2 \mathbb{R}^n, \mathbb{R}^n)$ and $R \in \text{Hom}(\wedge^2 \mathbb{R}^n, \mathfrak{g})$ satisfy:

$$c(g \cdot u, g \cdot v) = g \cdot c(u, v), \quad R(g \cdot u, g \cdot v) = \text{Ad}_g R(u, v), \quad (g \in G).$$
If we assume that \( G \) is connected, these are equivalent to:
\[
c(\alpha \cdot u, v) + c(u, \alpha \cdot v) = \alpha \cdot c(u, v), \quad R(\alpha \cdot u, v) + R(u, \alpha \cdot v) = [\alpha, R(u, v)]_g, \quad (\alpha \in g).
\]
The bracket satisfies the Jacobi identity iff additionally:
\[
\circ \circ R(u, v)w - c(c(u, v), w) = 0, \quad \circ \circ R(c(u, v), w) = 0.
\]
When \( R = c = 0 \) we call \( A = \mathbb{R}^n \oplus g \) the trivial \( G \)-structure Lie algebra. The corresponding Cartan Problem describes flat spaces.

**Example 3.26** (Constant scalar curvature \( G \)-structure algebroid). Let \( G = \text{SO}(n, \mathbb{R}) \) act trivially on \( X = \mathbb{R} \). Let \( A = \mathbb{R}^n \times (\mathbb{R}^n \oplus \mathfrak{so}(n, \mathbb{R})) \rightarrow \mathbb{R} \) be the \( G \)-structure algebroid with zero torsion (\( c \equiv 0 \)), zero anchor (\( F \equiv 0 \)) and curvature given by:
\[
R(x)(u, v)w = x(\langle w, v \rangle u - \langle w, u \rangle v).
\]
One checks that
\[
\circ \circ R(u, v)w = 0,
\]
so the Jacobi identity holds. The corresponding Cartan Problem describes spaces of constant scalar curvature, i.e., space forms.

3.6. \( G \)-realizations of a \( G \)-structure algebroid with connection. The following notion will be relevant to discuss solutions of Cartan’s Realization Problem:

**Definition 3.27.** A \( G \)-realization of a \( G \)-structure algebroid \( A \rightarrow X \) (with connection) is a \( G \)-structure \( P \rightarrow M \) (with connection) together with a morphism of \( G \)-structure algebroids (with connection):

\[
\begin{array}{ccc}
TP & \xrightarrow{\Phi} & A \\
\downarrow \downarrow & & \downarrow \\
P & \xrightarrow{\phi} & X \\
\end{array}
\]

One calls \( \phi : P \rightarrow X \) the classifying map of the \( G \)-realization.

A morphism of \( G \)-realizations of a \( G \)-structure algebroid \( A \rightarrow X \) (with connection) is a map \( \varphi : P_1 \rightarrow P_2 \), commuting with the classifying maps \( \phi_1 : P_1 \rightarrow M \) and yielding a commutative diagram of morphisms of \( G \)-structure algebroids (with connection):

\[
\begin{array}{ccc}
TP_1 & \xrightarrow{d\varphi} & TP_2 \\
\downarrow \downarrow & & \downarrow \\
A & \xrightarrow{\varphi_1} & \phi_2 \\
\end{array}
\]

It follows from this definition that a morphism \( \varphi : P_1 \rightarrow P_2 \) of \( G \)-realizations is a local equivalence of \( G \)-structures with connection. There are more general notions of morphisms, but for us this notion will suffice.

In order to see how one can construct realizations, let us recall that if \( \Gamma \rightrightarrows X \) is a Lie groupoid with Lie algebroid \( A \), one defines its Maurer-Cartan form to be the right-invariant, \( A \)-valued, 1-form \( \omega_{\text{MC}} \in \Omega^1(T^*\Gamma, \mathfrak{t}^*A) \) given by:
\[
\omega_{\text{MC}}(X) = dR_{\gamma^{-1}}X, \quad \text{if} \ X \in T^*_\gamma \Gamma.
\]
Equivalently, we can view $\omega_{MC}$ as a bundle map:

$$
\begin{array}{c}
T^s\Gamma \\
\downarrow \\
\Gamma \\
\downarrow \\
X
\end{array} 
\xrightarrow{\omega_{MC}} 
\begin{array}{c}
A \\
\downarrow \\
t \\
\downarrow \\
X
\end{array}
$$

The 1-form $\omega_{MC}$ satisfies the Maurer-Cartan equation which can be equivalently stated as saying that this bundle map is a Lie algebroid morphism (see, e.g., [12]).

**Example 3.28.** Let $A \to X$ be a $G$-structure algebroid with connection $\omega$ and assume that $\Gamma \rightrightarrows X$ is a $G$-structure groupoid with connection $\Omega$ integrating it. Combining Examples 3.13 and 3.17, each source fiber $s^{-1}(x) \to s^{-1}(x)/G$ is a $G$-structure with connection $\Omega|_{s^{-1}(x)}$. The restriction of the Maurer-Cartan form gives a morphism of $G$-structure algebroids with connection:

$$
\begin{array}{c}
T(s^{-1}(x)) \\
\downarrow \\
s^{-1}(x) \\
\downarrow \\
X
\end{array} 
\xrightarrow{\omega_{MC}} 
\begin{array}{c}
A \\
\downarrow \\
t \\
\downarrow \\
X
\end{array}
$$

Hence, $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t)$ is a $G$-realization of $A$.

There are other examples of $G$-realizations which are not source fibers of integrations of $A$. For example, one can consider open $G$-invariant subsets of the source fibers $s^{-1}(x)$ of any $G$-structure groupoid $\Gamma \rightrightarrows X$ integrating $A \to X$. Later we will discuss the existence and classification problems for $G$-realizations, which is intimately related with the existence and classification problem of solutions of Cartan’s Realization Problem.

Note that in the case where the $G$-realization consists of a source fiber $s^{-1}(x)$ of a Lie groupoid integrating $A$, its classifying map (the target map) is a submersion onto the leaf containing $x$. For an arbitrary $G$-realization we have:

**Lemma 3.29.** The classifying map $\phi : P \to X$ of a $G$-realization $\Phi : TP \to A$ is a submersion onto an open $G$-saturated subset of a leaf of $A$.

**Proof.** A $G$-realization $\Phi : TP \to A$, being a morphism of $G$-structure algebroids, is a fiberwise isomorphism. Its base map $\phi : P \to X$ is $G$-equivariant, so its image is a $G$-saturated set. Also, composing $\Phi$ with the anchor, we conclude that for any $p \in P$ the differential of the classifying map:

$$
d\phi|_p = (\rho \circ \Phi)|_p : T_pP \to T_{\phi(p)}L
$$

is surjective, where $L$ is the leaf containing $\Phi(p)$. It follows that the image of $\phi$ must be an open saturated set $U$ contained in $L$ and that $\phi : P \to U$ is a submersion. □

4. **Construction of solutions**

We have now an appropriate language to deal with Cartan’s realization problem. In this section we start by establishing the dictionary that gives the correspondence between Cartan’s realization problem and its solutions with $G$-structure algebroids with connection and their $G$-realizations. Then we start exploring it to solve the existence problem.
4.1. The dictionary I. The first piece of the dictionary concerns Cartan Data. The following result is essentially due to Bryant [2, Appendix A.4], but he ignores the presence of the group which, as we shall see, is a crucial aspect:

**Theorem 4.1.** Let \((G, X, c, R, F)\) be a Cartan Data. If for each \(x \in X\) the associated Cartan Problem has a solution \((F_G(M), (\theta, \omega), h)\) with \(x \in \text{Im} \ h\), then the Cartan Data determines a \(G\)-structure algebroid \(A \rightarrow X\) with connection. Conversely, every \(G\)-structure algebroid with connection determines Cartan Data.

**Proof.** Given Cartan Data \((G, X, c, R, F)\) we construct the associated \(G\)-structure algebroid with connection in canonical form, with underlying vector bundle the trivial bundle \(A = X \times (\mathbb{R}^n \oplus g) \rightarrow X\). The only issue is if the Jacobi identity holds. Equivalently, we have a differential \(d_A : \Omega^\bullet(A) \rightarrow \Omega^\bullet+1(A)\) and we need to check that \(d_A^2 = 0\). Now let \((F_G(M), (\theta, \omega), h)\) be a solution with \(x \in \text{Im} \ h\). Then we have a bundle map

\[
\Phi : TF_G(M) \rightarrow A, \quad (p, v) \mapsto (h(p), \theta_p(v), \omega_p(v)).
\]

The structure equations for the solution and the definition of \(d_A\) shows that:

\[
\Phi^*d_A = d\Phi^*.
\]

Given that the de Rham differential satisfies \(d^2 = 0\) and \(\Phi\) is fiberwise isomorphism, we must have \(d_A^2 = 0\) at \(x\). Hence, if there is one such solution for each \(x \in X\), we conclude that \(d_A^2 = 0\) so \(A\) is a Lie algebroid.

Conversely, by Proposition 3.23 a Lie algebroid with connection is naturally isomorphic to one in canonical form, and by Proposition 3.22 it determines Cartan Data. \(\Box\)

The previous theorem, together with Corollary 6.2 asserting that there always exist local solutions of a Cartan Problem associated with a \(G\)-structure algebroid with connection, establishes a 1:1 correspondence:

\[
\{\text{Cartan Data admitting solutions}\} \leftrightarrow \{\text{\(G\)-structure algebroid} A \\text{ with connection}\}
\]

**Remark 4.2.** One half of Theorem 4.1 is a special case of the following more general statement whose proof is identical. Let \(A \rightarrow X\) be an almost Lie algebroid (i.e., \(A\) has a bracket and an anchor map which maps brackets of sections of \(A\) to brackets of vector fields and for which the Leibniz identity holds, but the Jacobi identity for the bracket may fail to be true). If for every \(x \in X\) there exists a fiberwise surjective morphism of almost Lie algebroids

\[
\begin{array}{ccc}
TP & \longrightarrow & A \\
\downarrow & & \downarrow \\
P & \underbrace{\longrightarrow}_{h} & X
\end{array}
\]

with \(x \in \text{Im} \ h\), then \(A\) is a Lie algebroid.
4.2. The dictionary II. The second piece of the dictionary concerns solutions of Cartan Problem. We saw that Cartan Data \((G, X, c, R, F)\) determines a \(G\)-structure algebroid with connection. One the other hand, a solution \((F_G(M), (\theta, \omega), h)\) determines also a \(G\)-structure algebroid with connection, namely \(TF_G(M) \rightarrow F_G(M)\) (see Examples 3.12 and 3.20). Moreover, as in the proof of Theorem 4.1, we have a Lie algebroid morphism

\[
\Phi : TF_G(M) \rightarrow A, \quad (p, v) \mapsto (h(p), \theta_p(v), \omega_p(v)),
\]

which is actually a morphisms of \(G\)-structure algebroids with connection. In fact, we have:

**Theorem 4.3.** Let \((G, X, c, R, F)\) be a Cartan Data defining a \(G\)-structure algebroid with connection \(A \rightarrow X\). The solutions of the associated problem are in one to one correspondence with \(G\)-realizations of \(A\):

\[
\begin{align*}
\{ \text{Solutions of Cartan’s realization problem} \} & \leftrightarrow \{ \text{\(G\)-realizations of the algebroid} A \}
\end{align*}
\]

**Proof.** It is proved in [12, Prop. 3.5] that in the case \(G = \{e\}\) solutions are in 1:1 correspondence with bundle maps which are Lie algebroid morphisms and fiberwise isomorphisms. Applying this to our case, we observe that:

(a) Given a solution \((F_G(M), (\theta, \omega), h)\), the bundle \(T(F_G(M)) \rightarrow F_G(M)\) is a \(G\)-structure algebroid with connection (Example 3.20). The bundle map

\[
\begin{array}{ccc}
T(F_G(M)) & \xrightarrow{(\theta, \omega)} & A \\
\downarrow & & \downarrow \\
F_G(M) & \xrightarrow{h} & X
\end{array}
\]

is a Lie algebroid morphism. Furthermore, due the canonical form of \(A\), this morphism is \(G\)-equivariant and we have a commutative diagram:

\[
\begin{array}{ccc}
F_G(M) \times \mathfrak{g} & \xrightarrow{i} & T(F_G(M)) \\
\downarrow & & \downarrow \\
X \times \mathfrak{g} & \xrightarrow{i} & A
\end{array}
\]

Hence, \((\theta, \omega) : T(F_G(M)) \rightarrow A\) is a \(G\)-realization.

(b) A \(G\)-realization of \(A\) is a a \(G\)-structure algebroid morphism \(\Phi : TP \rightarrow A\), where \(TP \rightarrow P\) is a a \(G\)-structure algebroid with connection covering a map \(h : P \rightarrow X\). Then \(P \rightarrow P/G\) is a \(G\)-structure with connection (Example 3.20). Recall that \(\Phi\) is necessarily a fiberwise isomorphism, and since \(A\) is in canonical form, it must take the form \(\Phi(v_x) = (x, \theta(v), \omega(v))\), where \(\theta\) and \(\omega\) are the tautological and connection 1-forms in \(P\). Hence, \(\theta\) and \(\omega\) are the \(h\)-pullback of the tautological and connection 1-forms of \(A\). Therefore, since the later satisfy (0.2), the former satisfy the structure equations:

\[
\begin{align*}
d\theta &= c(h)(\theta \wedge \theta) - \omega \wedge \theta \\
d\omega &= R(h)(\theta \wedge \theta) - \omega \wedge \omega
\end{align*}
\]
Finally, the fact that $dh : TP \to TX$ permutes the anchors, means that:

$$dh = F(h, \theta) + \psi(h, \omega)$$

This shows that $(P, (\theta, \omega), h)$ is a solution of the Cartan’s realization problem determined by the data $(G, X, c, R, F)$.

□

Ones say that $(F_G(M_i), (\theta_i, \omega_i), h_i), i = 1, 2$, are (locally) equivalent solutions of Cartan’s Realization Problem if there exists a (local defined) diffeomorphism $\varphi : M_1 \to M_2$ whose lift to the frame bundles maps one $G$-structure to the other, preserves the connection 1-forms and commutes with the classifying maps:

$$\begin{array}{ccc}
F_G(M_1) & \xrightarrow{\hat{\varphi}} & F_G(M_2) \\
h_1 & \downarrow & h_2 \\
X & \Downarrow & X
\end{array}$$

Clearly, under our dictionary, we have:

$$\left\{ \begin{array}{c}
\text{(locally) equivalent solutions of Cartan’s realization problem} \\
\end{array} \right\} \xrightarrow{\sim} \left\{ \begin{array}{c}
\text{(locally isomorphic $G$-realizations of the algebroid $A$)} \\
\end{array} \right\}$$

4.3. Existence of solutions I.

**Definition 4.4.** A $G$-structure algebroid with connection $A \to X$ is $G$-integrable if there exists a $G$-structure groupoid with connection $\Gamma \to X$ integrating it. We call $\Gamma$ a $G$-integration of $A$.

As we saw in Section 3.6 when $A \to X$ is $G$-integrable, a source fiber of a $G$-integration $\Gamma$ gives rise to a $G$-realization $(s^{-1}(x_0), \omega_{MC}, t)$. Hence, as a consequence of Theorem 4.3, we conclude that:

**Corollary 4.5.** Let $(G, X, c, R, F)$ be Cartan Data and assume that the associated Lie algebroid with connection $A \to X$ is $G$-integrable. Then each source fiber $(s^{-1}(x_0), \omega_{MC}, t)$ of a $G$-integration $\Gamma \to X$ yields a solution of the corresponding Cartan’s Realization Problem.

In this case, we can assume that $A$ is in canonical form so it has fiber $\mathbb{R}^n \oplus g$. Then $\omega_{MC}$ gives rise to a pair of 1-forms on the source fiber:

$$\begin{align*}
\theta & : = pr_{\mathbb{R}^n} \omega_{MC}|_{s^{-1}(x_0)} \in \Omega^1(s^{-1}(x_0), \mathbb{R}^n), \\
\omega & : = pr_g \omega_{MC}|_{s^{-1}(x_0)} \in \Omega^1(s^{-1}(x_0), g).
\end{align*}$$

These are the tautological 1-form and the connection 1-form of the $G$-structure $s^{-1}(x_0) \to s^{-1}(x_0)/G$ solving the Cartan’s realization problem. For this reason, we will often denote a $G$-realization of $A \to X$ by $(P, (\theta, \omega), h)$.

A Cartan’s realization problem, in general, has many other solutions besides the ones arising as source fibers of $G$-integrations. Moreover, solutions can exist even when the $G$-structure algebroid with connection associated with the problem is not $G$-integrable. Indeed, Lemma 3.29 shows that the image of the classifying map of any $G$-realization is an open $G$-saturated set of a leaf. The restriction of a $G$-structure algebroid $A \to X$ to an open $G$-saturated subset $U \subset L$ of a leaf is still a $G$-structure algebroid. Hence, by the previous Corollary, given $x_0 \in X$ we can produce a solution $(P, (\theta, \omega), h)$ of Cartan’s realization problem with $x_0 \in \text{Im } h$ if we
can show that $A|_U$ is $G$-integrable, where $U$ is some $G$-saturated open neighborhood $x_0 \in U \subset L$ in the leaf $L$ containing $x_0$. We will discuss $G$-integrability in the next sections and we will show that such a neighborhood $U$ always exists even when $A \rightarrow X$ is not $G$-integrable (Theorem 6.1).

4.4. **Universality of solutions.** When $G$ is a connected Lie group, solutions arising from source fibers of $G$-integrations, as in the previous paragraph, are universal in the following sense:

**Theorem 4.6 (Local Universal Property of $\omega_{MC}$).** Let $G \subset \text{GL}(n, \mathbb{R})$ be connected, and let $\Gamma \rightrightarrows X$ be a $G$-structure groupoid integrating a $G$-structure algebroid with connection $A \rightarrow X$. Given a $G$-realization $(P, (\theta, \omega), h)$ of $A$, choose $p_0 \in P$ and let $x_0 = h(p_0)$. Then there is a neighborhood $U \subset M = P/G$ of $m_0 = \pi(p_0)$ and a unique embedding $\phi : P|_U \rightarrow \mathbb{s}^{-1}(x_0)$ of $G$-realizations with $\phi(p_0) = 1_{h(p_0)}$, making the following diagram commute:

\[
\begin{array}{c}
T(P|_U) \xrightarrow{\phi_\ast} T(s^{-1}(x_0)) \\
\downarrow \quad \downarrow \\
\mathcal{A} \xrightarrow{\omega_{MC}} \mathbb{s}^{-1}(x_0)
\end{array}
\]

**Proof.** We can assume that $A$ is in canonical form. It follows from [12, Thm 4.6] that there is a neighborhood $V \subset P$ of $p_0$ and a unique embedding $\phi : V \rightarrow \mathbb{s}^{-1}(x_0)$ making the diagram above commutative and satisfying $\phi(p_0) = 1_{x_0}$. Since

$$\phi^\ast \omega_{MC} = (\theta, \omega),$$

it follows that $\phi$ must be $g$-equivariant. Since $G$ is connected and acts properly on $P$, we can choose $V$ is such that

\[(4.1) \quad \phi(pg) = \phi(p)g, \quad \text{whenever} \ g \in G, \ p, pg \in V.\]

Hence, the result will follow provided that we show that we can choose $V$ to be $G$-saturated, for then we can set $U := V/G$.

If $V$ is not saturated let $\tilde{V}$ be the saturation of $V$ and extend $\phi$ to an embedding $\tilde{\phi} : \tilde{V} \rightarrow \mathbb{s}^{-1}(x_0)$ as follows: if $\tilde{p} \in \tilde{V}$ then there exists $p \in V$ and $g \in G$ such that $\tilde{p} = pg$ and we set:

$$\tilde{\phi}(\tilde{p}) := \phi(p)g.$$

The map $\tilde{\phi}$ is well-defined: if $\tilde{p} = pg = p'g'$ with $p, p' \in V$ and $g, g' \in G$ then $p = p'g'g^{-1}$, and we have by (4.1):

$$\phi(p) = \phi(p'g'g^{-1}) = \phi(p')g'g^{-1} \quad \Rightarrow \quad \phi(pg) = \phi(p')g.$$ 

Since $\tilde{\phi}$ is $G$-equivariant, every orbit in $\tilde{V}$ intersects the open $V$, and the restriction $\tilde{\phi}|_V = \phi$ is an embedding, it follows that $\tilde{\phi} : \tilde{V} \rightarrow \mathbb{s}^{-1}(x_0)$ is a $G$-equivariant embedding. One checks easily that it still makes the diagram above commute and hence is a morphism of $G$-realizations. \qed
4.5. **An elementary example: metrics of constant curvature.** To illustrate how the dictionary and the integration procedure above produce solutions of a Cartan’s realization problem, we consider what is perhaps the simplest example: metrics of constant curvature.

Given an oriented Riemannian manifold \((M, g)\) with a metric of constant scalar curvature \(K\), pass to the bundle of (oriented) orthogonal frames \(F_{SO(n, \mathbb{R})}(M)\). The curvature \(R\) of the Levi-Civita connection can be re-expressed in terms of the scalar curvature as

\[
R(u, v)w = K (\langle w, v \rangle u - \langle w, u \rangle v).
\]

It follows that the Levi-Civita connection gives a connection 1-form \(\omega\) which together with the tautological 1-form \(\theta\) satisfy the structure equations:

\[
\begin{align*}
\text{d}\theta &= -\omega \wedge \theta \\
\text{d}\omega &= R(K) \theta \wedge \theta - \omega \wedge \omega
\end{align*}
\]

and the condition that the scalar curvature is constant reads:

\[
dK = 0.
\]

These equations defines a Cartan’s Realization Problem. Using \(x = K\) as a coordinate on \(\mathbb{R}\), we see that the associated Lie \(SO(n, \mathbb{R})\)-algebroid with connection is precisely the constant scalar curvature Lie algebroid of Example 3.26:

\[
A = \mathbb{R} \times (\mathbb{R}^n \oplus \mathfrak{so}(n, \mathbb{R})) \to \mathbb{R}.
\]

This is a bundle of Lie \(SO(n, \mathbb{R})\)-algebras with fibers:

- for \(x > 0\), \(A_x \simeq \mathfrak{so}(n + 1, \mathbb{R})\);
- for \(x = 0\), \(A_0 \simeq \mathfrak{so}(n, \mathbb{R}) \ltimes \mathbb{R}^n\);
- for \(x < 0\), \(A_x \simeq \mathfrak{so}(n, 1)\).

We will see later that \(A\) integrates to a Lie \(SO(n, \mathbb{R})\)-groupoid \(\Gamma \rightrightarrows \mathbb{R}\) which is a bundle of Lie groups (so \(s = t\)) with fibers:

- for \(x > 0\), \(s^{-1}(x) \simeq SO(n + 1, \mathbb{R})\);
- for \(x = 0\), \(s^{-1}(0) \simeq SO(n, \mathbb{R}) \ltimes \mathbb{R}^n\);
- for \(x < 0\), \(s^{-1}(x) \simeq SO(n, 1)^+\).

The group \(SO(n, \mathbb{R})\) acts trivially on the base \(\mathbb{R}\) of the groupoid/algebroid. The action morphism \(\iota : \mathbb{R} \rtimes SO(n, \mathbb{R}) \to \Gamma\) is, for each \(x \in \mathbb{R}\), the obvious inclusion of \(SO(n, \mathbb{R})\) in each fiber. In particular, we find that this \(G\)-integration produces solutions the \(SO(n, \mathbb{R})\)-structures \(s^{-1}(x) \to s^{-1}(x)/SO(n, \mathbb{R})\):

- for \(x > 0\), \(SO(n + 1, \mathbb{R}) \to \mathbb{S}^n\);
- for \(x = 0\), \(SO(n, \mathbb{R}) \ltimes \mathbb{R}^n \to \mathbb{R}^n\);
- for \(x < 0\), \(SO(n, 1)^+ \to \mathbb{H}^n\).

These are, of course, the bundle of (oriented) orthogonal frames of the round metric on the sphere, the flat metric on the plane and the hyperbolic metric of constant scalar curvature \(x\).

We will see later that in this example there is only one \(SO(n, \mathbb{R})\)-integration. Of course there are many more manifolds with metrics of constant curvature besides these (even complete ones, such as the flat torus). Since the leaves are just the points of \(\mathbb{R}\), restricting to opens in the leaves does not add solutions. One can consider \(SO(n)\)-saturated opens in the \(s\)-fibers: these just give open sets of the solutions above. We will explain later how additional solutions can be obtained, after we discuss \(G\)-integrability.
5. G-integrability

According to the results in the previous section, in order to find solutions, it is important to understand the following problem:

- When is $A \to X$ a $G$-integrable algebroid?

In this section we will give a complete answer to this question. In particular, we will see that $G$-integrability of $A$ is stronger than (ordinary) integrability of $A$. From now on, to simplify the discussion, we will assume that $G$ is connected.

A first observation is that the connection and tautological form do not play any role here. On the one hand, the correspondence (3.1) shows that if $A \to X$ is a Lie algebroid with connection $H$ and $\Gamma \supseteq X$ is a $G$-structure groupoid integrating it, then there is a unique connection $\mathcal{H}$ on $\Gamma$ with $\mathcal{H}_x = H_x$, for all $x \in M$. On the other hand, by Proposition 3.16 a similar argument applies to the tautological forms: if $A$ is a $G$-structure algebroid with tautological form $\theta$, and $\Gamma$ is a $G$-principal groupoid integrating $A$, then $\Gamma$ has a unique tautological form $\Theta$ with $\Theta|_M = \theta$.

Therefore, in this section we will assume that $A \to X$ is a $G$-principal algebroid and we will look for a $G$-principal groupoid $\Gamma \supseteq X$ integrating it. If the latter exists we will say that $A$ is $G$-integrable and call $\Gamma$ a $G$-integration of $A$.

5.1. The canonical $G$-integration. A Lie algebroid $A \to X$ may fail to be integrable, but when it is integrable it may have many integrations (see [2, 3]). Still, there is a unique (up to isomorphism) integration $\Sigma(A) \supseteq X$ which has 1-connected source fibers. One can characterize the groupoid $\Sigma(A)$ as the maximal integration among all $s$-connected integrations of $A$: for any $s$-connected integration $\Gamma \supseteq X$ of $A$ there exists a unique étale, surjective, groupoid morphism $\Sigma(A) \to \Gamma$.

For a $G$-principal algebroid $A$ which is $G$-integrable one can also look for a maximal $G$-integration. The following simple examples show that, if such an integration exists, it will be different from $\Sigma(A)$.

**Example 5.1.** Consider the trivial $G$-structure Lie algebra $A = \mathbb{R}^n \oplus \mathfrak{g}$ (see Example 3.25). It always admits a $G$-integration, namely the group semi-direct product $\Gamma = \mathbb{R}^n \rtimes G$: the action morphism $\iota : \mathfrak{g} \to \mathbb{R}^n \oplus \mathfrak{g}$ integrates to the inclusion $\iota : G \to \mathbb{R}^n \rtimes G$, $g \mapsto (0, g)$.

When $G$ is not 1-connected, the 1-connected integration $\Sigma(A) = \mathbb{R}^n \times \tilde{G}$ fails to be a $G$-integration: there is no action morphism $\iota : G \to \mathbb{R}^n \rtimes \tilde{G}$. In fact, it is not hard to see that in this case $\mathbb{R}^n \rtimes \tilde{G}$ is the only $G$-integration.

**Example 5.2.** Consider the $\text{SO}(n, \mathbb{R})$-structure Lie algebra $A = \mathbb{R}^n \oplus \mathfrak{so}(n, \mathbb{R})$ with zero torsion and constant positive curvature (see Example 3.25):

$$R(u, v) \cdot w = (\langle w, v \rangle u - \langle w, u \rangle v).$$

It is easy to see that $A \simeq \mathfrak{so}(n + 1, \mathbb{R})$, as Lie algebras. Then we have:

- If $n$ is even, there is one $\text{SO}(n, \mathbb{R})$-integration, namely $\Gamma = \text{SO}(n + 1, \mathbb{R})$, and we find $\mathfrak{s}^{-1}(x)/\text{SO}(n, \mathbb{R}) \simeq \mathbb{S}^n$.
- If $n$ is odd, there are two $\text{SO}(n, \mathbb{R})$-integrations, namely $\Gamma = \text{SO}(n + 1, \mathbb{R})$ and $\Gamma' = \text{PSO}(n + 1, \mathbb{R})$. In the first case, we find that $\mathfrak{s}^{-1}(x)/\text{SO}(n, \mathbb{R}) \simeq \mathbb{S}^n$ while in the second case we find that $\mathfrak{s}^{-1}(x)/\text{SO}(n, \mathbb{R}) \simeq \mathbb{RP}^n$.

Note that for $n$ even $\mathbb{RP}^n$ is not orientable, so it does not admit a $\text{SO}(n, \mathbb{R})$-structure.
Theorem 5.3. Let \( A \to X \) be a \( G \)-principal algebroid which is \( G \)-integrable. Then there exists a unique (up to isomorphism) \( G \)-principal groupoid \( \Sigma G (A) \to X \) which is characterized by either of the following:

(a) \( \Sigma G (A) \) is an \( s \)-connected \( G \)-integration and the orbifold fundamental groups of \( s^{-1}(x)/G \) are trivial;

(b) \( \Sigma G (A) \) is maximal among \( s \)-connected \( G \)-integrations of \( A \): for any \( s \)-connected \( G \)-integration \( \Gamma \) there exists a unique étale, surjective, morphism of \( G \)-principal groupoid \( \Sigma G (A) \to \Gamma \).

**Proof.** We start by defining \( \Sigma G (A) \) so that (b) holds. Let \( \tilde{G} \) be the 1-connected Lie group integrating \( g \) and let \( \Gamma \to X \) be some \( s \)-connected \( G \)-integration of \( A \). Applying Lie’s 2nd Theorem \([9]\) we obtain a commutative diagram of groupoid morphisms:

\[
\begin{array}{ccc}
X \rtimes \tilde{G} & \overset{i}{\longrightarrow} & \Sigma (A) \\
\downarrow & & \downarrow \\
X \rtimes G & \overset{\iota}{\longrightarrow} & \Gamma
\end{array}
\]

where \( \iota \) and \( i \) are the morphisms integrating \( i : X \rtimes g \to A \). Since \( \Sigma (A) \to \Gamma \) is a covering of Lie groupoids, it follows that:

\[
\tilde{N}^G := \tilde{i}(X \rtimes \pi_1(G)) \subset \Sigma (A),
\]

is a discrete, bundle of Lie groups in the center of the isotropy. It is also a normal sub-bundle of groups as will be shown in Proposition \([5,10]\). Hence, the quotient:

\[
\Sigma G (A) := \Sigma (A)/\tilde{N}^G
\]

is a \( s \)-connected Lie groupoid integrating \( A \) and the diagram above factors:

\[
\begin{array}{ccc}
X \rtimes \tilde{G} & \overset{i}{\longrightarrow} & \Sigma (A) \\
\downarrow & & \downarrow \\
X \rtimes G & \longrightarrow & \Sigma G (A) \\
\downarrow & & \downarrow \\
X \rtimes G & \overset{\iota}{\longrightarrow} & \Gamma
\end{array}
\]

This shows that \( \Sigma G (A) \to \Gamma \) is an étale, surjective, morphism of \( G \)-principal groupoids. Hence, \( \Sigma G (A) \) is a \( s \)-connected integration which is maximal among all \( s \)-connected integrations. Uniqueness follows from the uniqueness in Lie’s 2nd Theorem.

Now to prove (a), we first observe that the groupoid \( \Sigma G (A) \) we have just constructed has this property. It is clearly \( s \)-connected. Now denote by \( s^{-1}(x) \) and \( \tilde{s}^{-1}(x) \) the source fibers of \( \Sigma G (A) \) and \( \Sigma (A) \), respectively. The quotient morphism \( \Sigma (A) \to \Sigma G (A) \) and the groupoid morphisms \( \tilde{i} : X \rtimes \tilde{G} \to \Sigma (A), \ i : X \rtimes G \to \Sigma G (A) \)
yield a commutative diagram:

\[
\begin{array}{c}
\pi_1(G) \longrightarrow \tilde{N}^G \\
\downarrow \\
\hat{G} \longrightarrow \tilde{s}^{-1}(x) \longrightarrow \tilde{s}^{-1}(x)/\hat{G} \\
\downarrow \\
G \longrightarrow s^{-1}(x) \longrightarrow s^{-1}(x)/G
\end{array}
\]

Here the two first columns and the two bottom rows are stack fibrations (see [16, Example 4.5]) and the top row is a surjective group morphism. Passing to the corresponding long exact sequences in homotopy ([16, Theorem 5.2]), using that \(\tilde{s}^{-1}(x)\) and \(\tilde{G}\) are 1-connected, we obtain a commutative diagram in stack homotopy groups:

\[
\begin{array}{c}
1 \longrightarrow 1 \\
\downarrow \\
\pi_2(s^{-1}(x)/G) \longrightarrow \pi_1(G) \longrightarrow \pi_1(s^{-1}(x)) \longrightarrow \pi_1(s^{-1}(x)/G) \longrightarrow 1 \\
\downarrow \\
\pi_1(G) \longrightarrow \tilde{N}^G \\
\downarrow \\
1 \longrightarrow 1
\end{array}
\]

It follows that the map \(\pi_1(G) \rightarrow \pi_1(s^{-1}(x))\) is surjective and so \(\pi_1(s^{-1}(x)/G) = 1\).

Finally, let \(\Gamma \rightarrow X\) be a \(G\)-integration of \(A\) with \(s\)-connected fibers and assume that \(\pi_1(s_{\Gamma}^{-1}(x)/G) = 1\) for all \(x \in X\), where \(s_{\Gamma} : \Gamma \rightarrow X\) denotes the source map of \(\Gamma\). We claim that the groupoid morphism \(\Sigma_G(A) \rightarrow \Gamma\) given in part (b) must be an isomorphism.

In order to show that the projection \(p : \Sigma_G(A) \rightarrow \Gamma\) is an isomorphism, it suffices to show that the restriction of this projection to each source fiber is injective. Let us denote, as above, the source map of \(\Sigma_G(A)\) by \(s : \Sigma_G(A) \rightarrow X\). Then for each \(x \in X\) we have a map of fibrations

\[
\begin{array}{c}
G \longrightarrow s^{-1}(x) \longrightarrow s^{-1}(x)/G \\
\downarrow \\
G \longrightarrow s_{\Gamma}^{-1}(x) \longrightarrow s_{\Gamma}^{-1}(x)/G,
\end{array}
\]

which induces a commutative diagram with exact lines at the level of fundamental groups

\[
\begin{array}{c}
\pi_1(G) \longrightarrow \pi_1(s^{-1}(x)) \longrightarrow 1 \\
\downarrow p_* \downarrow \\
\pi_1(G) \longrightarrow \pi_1(s_{\Gamma}^{-1}(x)) \longrightarrow 1.
\end{array}
\]
Therefore, \( p : \pi_1(s^{-1}(x)) \rightarrow \pi_1(s^{-1}_R(x)) \) is surjective, and \( p : s^{-1}(x) \rightarrow s^{-1}_R(x) \)
being a connected covering, it follows that \( p \) is injective. This concludes the proof. \( \square \)

**Example 5.4.** The canonical integration of the \( G \)-principal algebroid \( TP \rightarrow P \)
associated to a principal bundle \( \pi : P \rightarrow M \) can be obtained as follows. Let \( q : \hat{M} \rightarrow M \) be the universal covering space of \( M \) and consider the pullback diagram

\[
\begin{array}{ccc}
q^*P & \xrightarrow{\hat{q}} & P \\
\pi & \downarrow & \pi \\
M & \xrightarrow{q} & M.
\end{array}
\]

On the one hand \( q^*P \) is a principal \( G \)-bundle over \( \hat{M} \) and therefore carries a right \( G \)-principal \( G \)-action. On the other hand, \( q^*P \) is a \( \pi_1(M) \)-covering of \( P \). The canonical \( G \)-integration of \( TP \) is the gauge groupoid corresponding to the \( \pi_1(M) \)-principal bundle \( \hat{q} : q^*P \rightarrow P : \Sigma G(A) = (q^*P \times q^*P) / \pi_1(M) \Rightarrow P 
with the \( G \)-action \([([p_1, p_2]) g := [(p_1g, p_2)]\). 

Theorem 5.3 shows that any \( s \)-connected \( G \)-integration \( \Gamma \) of a \( G \)-principal algebroid \( A \) is a quotient of the canonical \( G \)-integration. The kernel of the étale, surjective, morphism \( \Sigma G(A) \rightarrow \Gamma \) is a discrete bundle of subgroups lying in the the center of the isotropy groups of \( \Sigma G(A) \), whose intersection with the image of the morphism \( \iota : X \ltimes G \rightarrow \Sigma G(A) \) is the identity section.

Conversely, it is easy to see that any discrete bundle of subgroups \( \Delta \subset \Sigma G(A) \) lying in the the center of the isotropy groups, whose intersection with the image of the morphism \( \iota : X \ltimes G \rightarrow \Sigma G(A) \) is the identity section, determines an \( s \)-connected \( G \)-integration:

\[
\Gamma := \Sigma G(A)/\Delta \Rightarrow X.
\]

**Example 5.5.** We can now better understand what happens with with the \( SO(n, \mathbb{R}) \)-structure Lie algebra \( A = \mathbb{R}^n \oplus \mathfrak{so}(n, \mathbb{R}) \) with zero torsion and constant positive curvature of Example 5.2. The canonical \( G \)-integration is \( \Sigma G(A) = SO(n + 1, \mathbb{R}) \). Note that the center of \( SO(n+1, \mathbb{R}) \) is:

\[
Z(SO(n+1, \mathbb{R})) = \begin{cases} 
\{I\}, \text{ if } n \text{ is even}, \\
\{I, -I\}, \text{ if } n \text{ is odd}.
\end{cases}
\]

So if \( n \) is even the only connected \( SO(n, \mathbb{R}) \)-integration is \( SO(n + 1, \mathbb{R}) \), while if \( n \) is odd there is another one, namely

\[
\Gamma = SO(n + 1, \mathbb{R})/\{I, -I\} = \text{PSO}(n + 1, \mathbb{R}).
\]

5.2. **Existence of solutions II.** The \( G \)-realizations of a \( G \)-structure algebroid \( A \) with connection which have trivial orbifold fundamental group can be embedded into the canonical \( G \)-integration \( \Sigma G(A) \). This will follow as a consequence of a version of Lie’s 2nd Theorem (integration of morphisms) in the context of \( G \)-principal algebroids. We recall that throughout this section we are assuming that \( G \) is connected.
Theorem 5.3 can be interpreted as a generalization of Lie’s 1st Theorem \[7\] to the category of $G$-principal algebroids. Analogously, we have the following version of Lie’s 2nd Theorem:

**Theorem 5.6.** Let $G$ be a connected Lie group, and let $A \to X$ and $B \to Y$ be $G$-integrable $G$-principal algebroids. If $\phi : A \to B$ is a morphism of $G$-principal algebroids, then there exists a unique morphism of $G$-principal groupoids:

$$\Phi : \Sigma G(A) \to \Sigma G(B)$$

which integrates $\phi$, i.e., such that $\Phi_* = \phi$.

**Proof.** Given a morphism of $G$-principal algebroids

$$\begin{array}{ccc}
A & \xrightarrow{\phi} & B \\
\downarrow & & \downarrow \\
X & \xrightarrow{\varphi} & Y,
\end{array}$$

by definition $\phi$ intertwines the action morphisms, so we obtain a commutative diagram of Lie algebroid morphisms

$$\begin{array}{ccc}
A & \xrightarrow{\phi} & B \\
\downarrow & & \downarrow \\
X \times g & \xrightarrow{\varphi \times I} & Y \times g.
\end{array}$$

Using (the usual version of) Lie’s 2nd Theorem \[7\] we obtain a commutative diagram of Lie groupoid morphisms

$$\begin{array}{ccc}
\Sigma(A) & \xrightarrow{\tilde{\phi}} & \Sigma(B) \\
\downarrow & & \downarrow \\
X \times \tilde{G} & \xrightarrow{\tilde{\varphi} \times I} & Y \times \tilde{G}.
\end{array}$$

It follows that $\tilde{\Phi} : \Sigma(A) \to \Sigma(B)$ maps the bundle of subgroups $\tilde{N}^G(A)$ of $\Sigma(A)$ defined in Theorem 5.3 to the bundle of subgroups $\tilde{N}^G(B)$ of $\Sigma(B)$. Therefore it induces a morphism of $G$-principal groupoid morphism

$$\Phi : \Sigma_G(A) \to \Sigma_G(B)$$

which fits into a commutative diagram:

$$\begin{array}{ccc}
\Sigma(A) & \xrightarrow{\Phi} & \Sigma(B) \\
\downarrow & & \downarrow \\
\Sigma_G(A) & \xrightarrow{\Phi_*} & \Sigma_G(A).
\end{array}$$

Moreover, since the vertical arrows are étale morphisms of Lie groupoids, we must have $\Phi_* = \phi$. \[\square\]

As an application of the previous theorem, in the case of $G$-structure algebroids with connection we deduce the following global version of Theorem 4.6:
**Theorem 5.7** (Global Universal Property of $\omega_{\text{MC}}$). Let $A \to X$ be a $G$-structure algebroid with connection which is $G$-integrable and let $\Sigma_G(A) \rightrightarrows X$ be the canonical $G$-integration. Given a $G$-realization $(P, (\theta, \omega), h)$ of $A$ such that $M = P/G$ has trivial orbifold fundamental group, choose $p_0 \in P$ and let $x_0 = h(p_0)$. Then there is a unique embedding $\phi$ of $G$-realizations with $\phi(p_0) = 1_{x_0}$, making the following diagram commute:

$$
\begin{array}{ccc}
TP & \xrightarrow{\phi^*} & T(s^{-1}(x_0)) \\
\downarrow{\theta, \omega} & & \downarrow{\omega_{\text{MC}}} \\
P & \xrightarrow{\phi} & s^{-1}(x_0) \\
\end{array}
$$

**Proof.** Since we are assuming that $P/G$ has trivial orbifold fundamental group, it follows from the characterization given in Theorem 5.3 that the canonical integration of $TP$ is canonically isomorphic to the pair groupoid $P \times P$ (see Example 5.4). Thus, by Theorem 5.6, the $G$-principal algebroid morphism $(\theta, \omega) : TP \to A$ integrates to a $G$-principal groupoid morphism $\Phi : P \times P \to \Sigma_G(A)$. After fixing $p_0 \in P$, we obtain:

$$
\phi : P \to s^{-1}(h(p_0)), \quad \phi(p) = \Phi(p, p_0).
$$

Clearly, $\phi_s : TP \to Ts^{-1}(h(p_0))$ is a morphism of $G$-structure algebroids with connection which satisfies $\phi(p_0) = 1_{h(p_0)}$. It follows that $\phi^*\omega_{\text{MC}} = (\theta, \eta)$. Since $\phi$ is an open immersion, it is an open embedding.

For uniqueness, observe that if $\phi' : P \to s^{-1}(x_0)$ is an embedding of $G$-realizations, with $\phi(p_0) = 1_{x_0}$, then $\Phi' : P \times P \to \Sigma_G(A), (p_1, p_2) \mapsto \phi'(p_1)\phi'(p_2)^{-1}$ is a groupoid morphism integrating $(\theta, \omega) : TP \to A$. By uniqueness in Theorem 5.6 we must have $\Phi' = \Phi$ and we conclude that $\phi' = \phi$. $\square$

As a corollary, in the integrable case we obtain a description of all $G$-realizations (and hence all solutions of Cartan’s realization problem) up to cover:

**Corollary 5.8.** Let $A \to X$ be a $G$-structure algebroid with connection which is $G$-integrable and let $\Sigma_G(A) \rightrightarrows X$ be the canonical $G$-integration. Any $G$-realization of $A$ has a cover isomorphic to a $G$-invariant, open subset of a $G$-realization of the form $(s^{-1}(x), \omega_{\text{MC}}, t)$.

**Proof.** Let $(P, (\theta, \omega), h)$ be a $G$-realization of $A$. Then, setting $M = P/G$, we have a $G$-structure $P \to M$. If we denote by $q : \tilde{M} \to M$ the orbifold universal cover of $M$, then $(q^*P, (q^*\theta, q^*\omega), q^*h)$ is a $G$-realization of $A$ with simply connected base manifold. The result then follows by applying Theorem 5.7. $\square$

5.3. **Obstructions to $G$-integrability.** Let $A \to X$ be a $G$-principal algebroid. Obviously, for $A$ to be $G$-integrable, it must be integrable. So as first obstructions to $G$-integrability we have the well-known integrability obstructions for a Lie algebroid ([7]). It will be useful to recall briefly their description.

First, given a Lie algebroid $A \to X$, for each $x \in X$ there is a group morphism, called the **monodromy morphism** at $x$:

$$
\theta : \pi_2(L, x) \to \mathcal{G}(\ker \rho_x),
$$
where \( L_x \) is the leaf containing \( x \) and \( G(\ker \rho_x) \) is the 1-connected Lie group integrating the isotropy Lie algebra. The image of this morphism is called the extended monodromy group \( \bar{N}_x \) and it always lies in the center \( Z(G(\ker \rho_x)) \).

The relevance of this group comes from the fact that, whenever \( A \) is integrable, the connected component of the identity of the isotropy group at \( x \) of the canonical integration \( \Sigma(A) \) is:

\[
\Sigma(A)_x^0 = G(\ker \rho_x)/\bar{N}_x.
\]

Hence, the discreteness of \( \bar{N}_x \) is an obvious necessary condition for integrability.

One defines also the (restricted) monodromy group \( N_x \) to be the additive subgroup of the center \( Z(\ker \rho_x) \) such that:

\[
\exp(N_x) = \bar{N}_x \cap Z(G(\ker \rho_x))^0.
\]

It is proved in [7] that the following statements are equivalent:

(i) The restriction \( A\big|_L \) is integrable;
(ii) The extended monodromy group \( \bar{N}_x \) is a discrete subgroup of \( G(\ker \rho_x) \) for some (and hence all) \( x \in L \);
(iii) The monodromy group \( N_x \) is a discrete subgroup of \( A_x \) for some (and hence all) \( x \in L \).

Moreover, the main result of [7] shows that a Lie algebroid \( A \to X \) is integrable iff the monodromy groups are uniformly discrete, i.e., iff there is a open neighborhood \( U \subset A \) of the zero section such that:

\[
N_x \cap U = \{0_x\}, \quad \forall x \in X.
\]

Let us now turn to \( G \)-integrability. Assuming that \( A \to X \) is an integrable \( G \)-principal algebroid, we consider its 1-connected integration \( \Sigma(A) \). Let \( \hat{G} \) be the 1-connected Lie group with Lie algebra \( \mathfrak{g} \) so that \( \pi_1(G,1) \subset \hat{G} \) is a discrete subgroup of \( Z(\hat{G}) \). The Lie algebroid morphism \( i : X \times \mathfrak{g} \to A \) integrates to a Lie group morphism \( \bar{i} : X \times \hat{G} \to \Sigma(A) \) and we set:

**Definition 5.9.** Let \( A \to X \) be an integrable \( G \)-principal algebroid. The \( G \)-monodromy morphism at \( x \in X \) is the map:

\[
\partial^G_x : \pi_1(G) \to \Sigma(A)_x, \quad g \mapsto \bar{i}(x,g).
\]

The image of this map is called the **extended \( G \)-monodromy group** at \( x \) and is denoted by \( \bar{N}^G_x \).

Note that these groups already appeared in the proof of Theorem 5.3: there it is shown that under the assumption of \( G \)-integrability, the extended \( G \)-monodromy groups are a discrete normal sub-bundle of the center of the isotropy and the canonical integration is precisely:

\[
\Sigma_G(A) = \Sigma(A)/\bar{N}^G_x.
\]

More generally, without assuming \( G \)-integrability, we always have:

**Proposition 5.10.** Let \( A \) be an integrable \( G \)-Lie algebroid. Then \( \bar{N}^G_x \subset \Sigma(A) \) is a normal sub-bundle of groups contained in the center of the isotropy.

\[1\text{It would be more coherent with previous notation to write } \Sigma(\ker \rho_x) \text{ instead of } G(\ker \rho_x), \text{ but we prefer the later notation to emphasize that it is a Lie group.} \]
Proof. The $G$-action on $A$ by algebroid automorphisms integrates to the inner $G$-action on $\Sigma(A)$ by inner automorphisms given by:

$$\gamma \circ g = \tilde{i}(t(\gamma), \tilde{g}) \cdot \gamma \cdot \tilde{i}(s(\gamma), \tilde{g})^{-1},$$

where $\tilde{g} \in \tilde{G}$ is any element which covers $g \in G$. In particular, if $\tilde{g} \in \pi_1(G)$ then it covers the identity $e \in G$, so we have for each arrow $\gamma \in \Sigma(A)$:

$$\gamma = \gamma \circ e = \tilde{i}(t(\gamma), \tilde{g}) \cdot \gamma \cdot \tilde{i}(s(\gamma), \tilde{g})^{-1}, \quad \forall \tilde{g} \in \pi_1(G).$$

It follows that:

$$\gamma \cdot \tilde{i}(s(\gamma), \tilde{g}) = \tilde{i}(t(\gamma), \tilde{g}) \cdot \gamma, \quad \forall \tilde{g} \in \pi_1(G),$$

so that $\tilde{N}^G \subset \Sigma(A)$ is a normal sub-bundle of groups contained in the center of the isotropy. □

Using this proposition, we define:

**Definition 5.11.** Let $A \to X$ be an integrable $G$-principal algebroid. The (restricted) $G$-monodromy group at $x$ is the additive subgroup $N^G_x \subset Z(\ker \rho|_x)$ such that:

$$\exp(N^G_x) = \tilde{N}^G_x \cap Z(\Sigma(A)_x)^0.$$  

Notice that the $G$-monodromy $N^G_x$ contains the kernel of the exponential map $\exp : Z(\ker \rho|_L) \to Z(\Sigma(A)_x)^0$, i.e., the usual monodromy $N_x$. Our main result concerning $G$-integrability is the following:

**Theorem 5.12.** Let $A \to X$ be a $G$-principal algebroid, fix a leaf $L \subset X$ and assume that $A|_L$ is integrable. Then the following statements are equivalent:

(i) The restriction $A|_L$ is $G$-integrable;

(ii) The extended $G$-monodromy group $\tilde{N}^G_x$ is a discrete subgroup of $\Sigma(A)_x$ for some (and hence all) $x \in L$;

(iii) The monodromy $G$-group $N_x$ is a discrete subgroup of $A_x$ for some (and hence all) $x \in L$.

Proof. The equivalence between (ii) and (iii) is clear, since the exponential map is a local diffeo around the origin and $\tilde{N}^G_x \subset Z(\Sigma(A)_x)$ is a discrete subgroup of $\Sigma(A)_x$ if and only if $\tilde{N}^G_x \cap Z(\Sigma(A)_x)^0$ is a discrete subgroup of $\Sigma(A)_x$.

If the restriction $A|_L$ is $G$-integrable then the proof of Theorem 5.3 shows that the extended $G$-monodromy groups $\tilde{N}^G_x$ are discrete subgroups of $\Sigma(A)_x$, for all $x \in L$, so (i) implies (ii).

Conversely, if (ii) holds, then we can define

$$\Sigma_G(A)|_L := \Sigma(A)|_L/\tilde{N}^G.$$  

This is a Lie groupoid integrating the Lie algebroid $A|_L$ and the groupoid morphism

$$i : L \rtimes \tilde{G} \to \Sigma(A)|_L,$$

descends to a groupoid morphism:

$$i : L \rtimes G \to \Sigma_G(A)|_L,$$

which still integrates $i : L \rtimes g \to A|_L$. Hence, $\Sigma_G(A)|_L$ is a smooth $G$-principal groupoid integrating the $G$-principal algebroid $A|_L$, so (i) holds. □
For the purpose of finding solutions to Cartan’s realization problem, the previous result is enough, since we only need \( G \)-integrations of \( A|_L \). However, to understand e.g. the smoothness of the moduli space of solutions it is useful to know if \( A \) is \( G \)-integrable. The theorem has the following easy corollary:

**Corollary 5.13.** Let \( A \to X \) be a integrable \( G \)-principal algebroid. Then \( A \) is \( G \)-integrable iff the \( G \)-monodromy groups are uniformly discrete, i.e., there is an open neighborhood \( U \subset A \) of the zero section such that:

\[
\mathcal{N}_x \cap U = \{0_x\}, \quad \forall x \in X.
\]

**Proof.** If \( A \to X \) is \( G \)-integrable, then the proof of Theorem 5.3 shows that the extended \( G \)-monodromy groups \( \tilde{N}^G \) form an embedded bundle of discrete subgroups of \( \Sigma(A) \), so they are uniformly discrete. Conversely, assuming that \( \tilde{N}^G \) are uniformly discrete, we can set:

\[
\Sigma_G(A) := \Sigma(A)/\tilde{N}^G.
\]

This is a \( G \)-integration, since the theorem shows that its restriction to every leaf is a \( G \)-integration. \( \square \)

**Remark 5.14.** As we pointed out before, if \( A \) is \( G \)-integrable and we let \( \Sigma_G(A) \) be the canonical \( G \)-integration, in general, the quotients \( \pi^{-1}(x)/G \) are orbifolds. The previous discussion shows that this quotient is a smooth manifold if and only if we have \( \tilde{N}^G_x \cap U = \{0_x\} \). Indeed, this is exactly the condition that the induced morphism \( \iota : L \rtimes G \to \Sigma_G(A)|_L \) is injective, so the \( G \)-action on \( \pi^{-1}(x) \) is free.

**Remark 5.15.** It is shown in [7] that the canonical integration \( \Sigma(A) \) always exists as a topological groupoid, even when \( A \) is non-integrable. In this case, the morphism \( \tilde{i} : L \rtimes \tilde{G} \to \Sigma(A)|_L \) still exists, so one can define the extended and restricted \( G \)-monodromy groups, even when \( A \) is not an integrable Lie algebroid. Since one has always \( \mathcal{N}_x \subset \tilde{N}^G_x \), the integrability assumption in Corollary 5.13 can be dropped.

5.4. **Computing the obstructions to \( G \)-integrability.** For concrete applications it is useful to have some tool to compute the \( G \)-monodromy groups from the infinitesimal data, i.e., the \( G \)-principal algebroid. We discuss now such a tool, which is similar to the method given in [7] to compute the usual monodromy groups.

Let us start by recalling how ordinary monodromy can be computed. Given a Lie algebroid \( A \to X \), consider the short exact sequence of Lie algebroids corresponding to a leaf \( L \) of \( A \):

\[
0 \longrightarrow \text{Ker} \rho|_L \longrightarrow A|_L \longrightarrow TL \longrightarrow 0.
\]

Given a splitting \( \sigma : TL \to A|_L \) of this sequence, its curvature is the 2-form \( \Omega_{\sigma} \in \Omega^2(L, \text{ker} \rho|_L) \) defined by:

\[
\Omega_{\sigma}(X,Y) = \sigma([X,Y]_L) - [\sigma(X),\sigma(Y)].
\]

The splitting also defines a connection \( \nabla^\sigma \) on the the bundle \( \text{ker} \rho|_L \to L \) by:

\[
\nabla^\sigma_X \xi = [\sigma(X),\xi],
\]

and its curvature is related to the curvature 2-form of the splitting by:

\[
R_{\nabla^\sigma}(X,Y)\xi = [\Omega(X,Y),\xi].
\]

Hence, if the curvature of the splitting takes values in the center \( Z(\text{ker} \rho|_L) \), this connection is flat, and we can integrate forms with values in \( \text{ker} \rho|_L \).
Proposition 5.16 (Lemma 3.6 in [7]). Let $A 	o X$ be a Lie algebroid and fix a leaf $L \subset X$. If there exists a splitting $\sigma : TL \to A|_L$ whose curvature 2-form $\Omega_\sigma$ takes values in the center $Z(\ker \rho|_L)$, then $\exp(N_x) = \tilde{N}_x$ and

$$N_x = \left\{ \int_{\gamma} \Omega_\sigma : [\gamma] \in \pi_2(L, x) \right\} \subset Z(\ker \rho|_x).$$

The assumption in the proposition is verified in many cases and it is generic since it holds for regular leaves of $A$.

Now, let $A$ be a $G$-principal algebroid, fix $x \in X$ and consider again the short exact sequence of Lie algebroids (5.1) associated with the leaf $L$ through $x$.

Definition 5.17. A splitting $\sigma : TL \to A|_L$ of (5.1) is called a G-splitting if:

(a) its curvature 2-form is center-valued:

$$\Omega_\sigma(X,Y) \in Z(\ker \rho|_L).$$

(b) along the $G$-orbit through $x$, the splitting restricts to a splitting of the action algebroid:

$$\sigma \circ \psi(y, \alpha) = i(y, \alpha), \quad \alpha \in \mathfrak{g}, \ y \in x \cdot G.$$

Again, existence of a $G$-splitting is a generic condition since the regular leaves of a $G$-principal algebroid always admit $G$-splittings.

Proposition 5.18. Let $A 	o X$ be a $G$-principal algebroid and fix $x \in X$. If the action is locally free at $x$ and the leaf $L \subset X$ admits a $G$-splitting $\sigma : TL \to A|_L$ then

$$N^G_x = \left\{ \int_{\gamma} \Omega_\sigma \mid \gamma : D^2 \to L \text{ with } \gamma|_{\partial D^2} \subset x \cdot G \right\} \subset Z(\ker \rho|_x).$$

Proof. The proof follows the same pattern as the proof of Proposition 5.16 given in [7]. The splitting allows to identify the vector bundle $A|_L$ with $TL \oplus \ker \rho|_L$, so that the anchor $\rho$ becomes projection in $TL$ and the Lie bracket is given by

$$[(X, \xi), (Y, \zeta)] = ([X, Y], [\xi, \zeta] + \nabla^{\Sigma}_\xi \zeta - \nabla^{\Sigma}_\zeta \xi - \Omega_\sigma(X, Y)).$$

Moreover, if we choose a connection $\nabla^L$ on $TL$ we obtain a connection $\nabla = (\nabla^L, \nabla^\sigma)$ on $A|_L$ whose torsion is

$$T_\nabla((X, \xi), (Y, \zeta)) = (T_{\nabla^L}(X,Y), \Omega_\sigma((X,Y)) - [\xi, \zeta]).$$

Then any $A$-homotopy in $L$ takes the form

$$a(\epsilon, t) dt + b(\epsilon, t) de$$

with $a = (\frac{d\gamma}{dt}, \phi), b = (\frac{d\gamma}{de}, \eta)$, where $\phi$ and $\eta$ are variations of paths in $\ker \rho|_L$ satisfying

$$\partial_t \eta - \partial_t \phi = \Omega_\sigma \left( \frac{d\gamma}{dt}, \frac{d\gamma}{de} \right) - [\phi, \eta].$$

Now denote by $\tilde{i} : X \times \tilde{G} \to \Sigma(A)$ be the integration of $i : X \times \mathfrak{g} \to A$. Let $\tilde{g} : I \to \tilde{G}$ be a loop defining an element $[\tilde{g}] \in \pi_1(\tilde{G})$. We claim that if the loop $\gamma_0(t) = x\tilde{g}(t)$ bounds a disk $\gamma : D^2 \to L$ then:

$$\exp \left( \int_{\gamma} \Omega_\sigma \right) = \tilde{i}(x, [\tilde{g}]).$$
To prove this note that, since the action is locally free at \( x \), condition (b) in Definition 5.17 shows that the \( A \)-loop \( a_0(t) := \left( \frac{d}{dt} \gamma_0, 0 \right) \) represents the element 
\[
[a_0] = \tilde{\iota}(x, [\tilde{g}]) \in \Sigma(A)_x.
\]

On the other hand, we can define an \( A \)-homotopy \( a_{d_\epsilon}t + b_d \epsilon \) over \( \gamma \) by setting \( \eta = 0 \) and defining:
\[
\phi = -\int_0^\epsilon \Omega_\sigma \left( \frac{d\gamma}{dt} \frac{d\gamma}{d\epsilon} \right).
\]
This gives an \( A \)-homotopy starting at \( a_0 \) and ending at the \( A \)-loop:
\[
a_1(t) = \left( 0, t \int_\gamma \Omega_\sigma \right).
\]
so the claim follows.

To finish the proof of the proposition we observe that if \( [\tilde{g}] \in \pi_1(G) \) is such that \( \tilde{\iota}(x, [\tilde{g}]) \in Z(\Sigma(A)_x)^0 \) then the loop \( \gamma_0(t) = x\tilde{g}(t) \) bounds some disk \( \gamma : D^2 \to L \). This follows because \( \tilde{\iota}(x, [\tilde{g}]) \) is represented by the \( A \)-loop \( a_0(t) := \left( \frac{d}{dt} \gamma_0, 0 \right) \) with base path \( \gamma_0 \), and the elements in \( \Sigma(A)_x^0 \) are precisely the \( A \)-loops whose base path is a loop based at \( x \) that is contractible in \( L \).

\[\square\]

**Remark 5.19.** Under the conditions of the proposition, if one considers two disks \( \gamma_i : D^2 \to L, i = 1, 2, \) with the same boundary \( \partial \gamma_1 = \partial \gamma_2 \subset x \cdot G \), it follows from Proposition 5.16 that:
\[
\int_{\gamma_2} \Omega_\sigma - \int_{\gamma_1} \Omega_\sigma \in \mathcal{N}_x.
\]

**Remark 5.20.** There are more general situations, where the action is not locally free at \( x \) and one can still compute the \( G \)-monodromy as in the proposition. For example, if \( G \) is compact then \( \mathfrak{g} = [\mathfrak{g}, \mathfrak{g}] \oplus Z(\mathfrak{g}) \) and \( \pi_1(G)/\pi_1(Z(G)^0) \) is finite. Hence, the \( G \)-monodromy at \( x \) will be discrete if and only if the subgroup 
\[
\tilde{\iota}(x, \pi_1(Z(G)^0)) \subset \Sigma(A)_x
\]
is discrete. Applying the proposition to the restriction of the \( G \)-action to the \( Z(G)^0 \)-action, we conclude that if the restriction \( \psi|_{x \times Z(\mathfrak{g})} \) is injective then the \( G \)-monodromy is discrete if and only if the subgroup:
\[
\left\{ \int_\gamma \Omega_\sigma \mid \gamma : D^2 \to L \text{ with } \gamma|_{\partial D^2} \subset Z(G)^0 \cdot x \right\} \subset Z(\text{Ker } \rho|_x),
\]
is a discrete subgroup.

### 6. Solutions to Cartan’s Realization Problem

We will now give a full account of the problem of existence of solutions of a Cartan’s realization problem. We first discuss the existence of local solutions and then complete solutions, in a sense that will be made precise.

#### 6.1. Local solutions

We have seen that \( G \)-integrations of a \( G \)-structure algebroid give rise to solutions of Cartan’s realization problem. However, not every \( G \)-structure algebroid is \( G \)-integrable so, a priori, it is not even clear if local solutions of a Cartan’s realization problem exist. In this section, we will prove the following result:
Theorem 6.1. Let $A \to X$ be a transitive $G$-principal algebroid and let $x \in X$. Then there exists a $G$-saturated open neighborhood $U \subset X$ of $x$ such that $A|_U$ is $G$-integrable.

As a corollary, we obtain that local solutions always exists, i.e., we have the following converse to Theorem 0.1:

Corollary 6.2. Let $A \to X$ be a $G$-structure algebroid with connection and $x \in X$. Then there exists a $G$-realization $(P, (\theta, \omega), h)$ of $A$ such that $x$ belongs to the image of $h$.

Proof. The theorem shows that we can choose a $G$-saturated open neighborhood $x \in U \subset L$ in the leaf of $A$ through $x$, for which $A|_U$ is $G$-integrable. If $\Gamma \Rightarrow U$ is a $G$-integration of $A|_U$ then, by Corollary 4.5, $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t)$ is a $G$-realization of $A|_U$, and therefore also of $A$, with $x = t(1_x)$. □

The rest of this section is dedicated to the proof of Theorem 6.1. For that reason, we will assume that $A \to X$ is a transitive Lie algebroid.

Recall that a Lie subalgebroid $B \to Y$ of a Lie algebroid $A \to X$ is called wide if $Y = X$. The following result should be well-known, but we could not find a proof in the literature, so we give one such proof here.

Proposition 6.3. Let $A \to X$ be a transitive Lie algebroid and let $B \subset A$ be a wide transitive Lie subalgebroid. Then $A$ is integrable if and only if $B$ is integrable.

Proof. Let $i : B \hookrightarrow A$ be a wide transitive Lie subalgebroid. Then a splitting of $\rho^B : B \to TM$ determines a splitting of $\rho^A : A \to TM$, so it follows from the definition of the monodromy homomorphism (see [7]) that the monodromy maps of $A$ and $B$ fit into a commutative diagram:

Since the (extended) monodromy groups are defined precisely as the images of the maps $\partial_x$ we see that $\mathcal{N}_x^A = i_*(\mathcal{N}_x^B)$. In general, the morphism $i_*$ does not map centers to centers and it does not have closed image. Still, observing that the exponential maps fit into a commutative diagram:

we obtain that the (restricted) monodromy groups are also related via the inclusion in some neighborhood $U \subset \ker \rho_x^A$ of zero:

$$\mathcal{N}_x^A \cap U = i(\mathcal{N}_x^B) \cap U.$$
This shows that one is discrete iff the other is, therefore $A$ is integrable if and only if $B$ is integrable.

\[ \square \]

For the statement of the next proposition, observe that a transitive Lie algebroid $A \to X$ can always be restricted to a submanifold $Y \subset X$.

**Proposition 6.4.** Let $A \to X$ be a $G$-principal algebroid and let $x \in X$. Then the restriction $A|_{x \cdot G} \to x \cdot G$ of $A$ to the $G$-orbit through $x$ is $G$-integrable.

**Proof.** To simplify the notation, throughout this proof we assume that $X = x \cdot G$ and denote $A|_{x \cdot G}$ simply by $A$. Applying Proposition 6.3 to the wide subalgebroid

$$i : (x \cdot G) \rtimes \mathfrak{g} \to A$$

we obtain that $A$ is integrable. All that is left to prove is that the $G$-monodromy group $\tilde{N}_x^G(A)$ is discrete so that $A$ is $G$-integrable.

First, recall that the extended $G$-monodromy group is $\tilde{N}_x^G(A) = \tilde{i}(x, \pi_1(G))$, the image of $\pi_1(G)$ under the morphisms $\tilde{i} : (x \cdot G) \rtimes \tilde{G} \to \Sigma(A)$ that integrates $i$. Moreover, the restricted monodromy group at $x$ is defined via the exponential map:

$$\exp(\tilde{N}_x^G(A)) = \tilde{N}_x^G(A) \cap Z(\Sigma(A)_x)^0,$$

where $Z(\Sigma(A)_x)^0 \subset \Sigma(A)_x^0$, the identity component of the isotropy group of $\Sigma(A)$ at $x$. Since $\Sigma(A)_x^0$ consists of the $A$-homotopy classes of $A$-loops whose base loop is contractible, we have:

$$\tilde{N}_x^G(A) \cap \Sigma(A)_x^0 = \{ \tilde{i}(x, [\gamma]) : [\gamma] \in \pi_1(G) \text{ with } x \cdot \gamma \text{ contractible}\}.$$

Hence, the long exact sequence of the fibration

$$G_x \longrightarrow G \longrightarrow x \cdot G$$

yields:

$$\exp(\tilde{N}_x^G(A)) = \tilde{N}_x^G(A) \cap Z(\Sigma(A)_x)^0 = \tilde{i}(x, \pi_1(G_x)).$$

Therefore, to prove that $\tilde{N}_x^G(A)$ is discrete it is enough to prove that $\tilde{i}(x, \pi_1(G_x)) \subset Z(\Sigma(A)_x)^0$ is a closed subgroup.

Recall now that the restricted monodromy group is precisely the subgroup of the center $\tilde{N}_x(A) \subset Z(\ker \rho_x)$ such that:

$$Z(\Sigma(A)_x)^0 = Z(\mathcal{G}(\ker \rho_x))^0 / \exp(\tilde{N}_x(A)),$$

and similarly for the action groupoid:

$$Z(\tilde{G}_x)^0 = Z(\mathcal{G}(\mathfrak{g}_x))^0 / \exp(\tilde{N}_x((x \cdot G) \rtimes \mathfrak{g})).$$

The morphism $i : (x \cdot G) \rtimes \mathfrak{g} \to A$ maps monodromy isomorphically to monodromy. However, in general, it does not map $Z(\mathfrak{g}_x)$ to $Z(\ker \rho_x)$ so its integration $\tilde{i}$ does not map $Z(\tilde{G}_x)^0$ to $Z(\Sigma(A)_x)^0$. Still, the subalgebra:

$$a = \{ \alpha \in \mathfrak{g}_x : \tilde{i}(x, \alpha) \in Z(\ker \rho_x) \} \subset Z(\mathfrak{g}_x).$$

contains the monodromy group $\tilde{N}_x(\mathfrak{g} \rtimes (x \cdot G))$ (since $i$ is injective and this group is mapped to $Z(\ker \rho_x)$). Therefore, setting:

$$A := \mathcal{G}(a) / \exp(\tilde{N}_x((x \cdot G) \rtimes \mathfrak{g})),$$
we can restrict $\tilde{i}$ to a group morphism:

$$
\begin{array}{ccc}
Z(\hat{G}_x)^0 & \xrightarrow{\tilde{i}} & \Sigma(A)^0_x \\
\downarrow & & \downarrow \\
\mathcal{A} & \xrightarrow{\tilde{i}} & Z(\Sigma(A)_x)^0
\end{array}
$$

which is an embedding $\mathcal{A} \to Z(\Sigma(A)_x)^0$. Now, observe that $\pi_1(G_x) \subset \mathcal{A}$, since its image under $\tilde{i}$ lies in the center $Z(\Sigma(A)_x)^0$. Hence, we conclude that $\tilde{i}(x, \pi_1(G_x)) \subset Z(\Sigma(A)_x)^0$ is a closed subgroup. \qed

We can now use the previous proposition and the slice theorem for proper group actions to obtain $G$-integrability on a $G$-saturated open neighbourhood of $x \cdot G$:

**Proof of Theorem 6.1.** By the slice theorem for proper actions ([11, Theorem 2.3.3]) there exists a $G$-saturated open neighbourhood $U$ of $x \cdot G$ in $X$ such that $x \cdot G$ is a deformation retract of $U$. We note that the isotropy Lie algebras of $A$ coincide with those of $A|_U$ and $A|_{x \cdot G}$. The (usual) restricted monodromy of $A|_{x \cdot G}$ at $x$ is the image of

$$
\partial_x : \pi_2(x \cdot G, x) \to Z(\ker \rho_x),
$$

and the restricted monodromy of $A|_U$ is given by

$$
\partial_x : \pi_2(U, x) \to Z(\ker \rho_x).
$$

If we denote by $r : U \to x \cdot G$ the deformation retraction, then

$$
\begin{array}{ccc}
\pi_2(U_x) & \xrightarrow{\partial_x} & Z(\ker \rho_x) \\
\downarrow & & \downarrow \\
\pi_2(x \cdot G) & \xrightarrow{\partial_x} & Z(\ker \rho_x)
\end{array}
$$

commutes, and since $r_*$ is an isomorphism we conclude that the restricted monodromy groups of $A|_U$ and $A|_{x \cdot G}$ coincide. By Proposition 6.4 it follows that $A|_U$ is integrable.

We proceed to show that $A|_U$ is $G$-integrable. We first note that at the level of Lie algebroids we have a commutative diagram of Lie algebroid morphisms

$$
\begin{array}{ccc}
(x \cdot G) \ltimes \mathfrak{g} & \xrightarrow{i} & A|_{x \cdot G} \\
\downarrow & & \downarrow \\
U \ltimes \mathfrak{g} & \xrightarrow{i} & A|_U
\end{array}
$$

Therefore, integrating to the source 1-connected Lie groupoids we get

$$
\begin{array}{ccc}
(x \cdot \hat{G}) \ltimes \tilde{\mathfrak{g}} & \xrightarrow{\tilde{i}} & \Sigma(A|_{x \cdot G}) \\
\downarrow & & \downarrow \\
U \ltimes \tilde{\mathfrak{g}} & \xrightarrow{\tilde{i}} & \Sigma(A|_U)
\end{array}
$$
It follows that at $x$ we have:

$$\Sigma(A|_G)_x \to \Sigma(A|_U)_x.$$ 

Note that the (usual) monodromy groups of $A|_G$ and $A|_U$ coincide at $x$, so the map $\Sigma(A|_G) \to \Sigma(A|_U)$ is an isomorphism. Since $A|_G$ is $G$-integrable, we conclude that the $G$-monodromy of $A|_U$ at $x$ is discrete, showing that $A|_U$ is $G$-integrable. □

**Remark 6.5.** The compactness of $G$ was used in the previous proof only to guarantee the existence of $G$-invariant neighborhoods of an orbit retracting to the orbit. For more general groups one needs an assumption on the action of $G$ on $X$ (e.g., properness) that guarantees the existence of such neighborhood.

### 6.2. Complete solutions and complete $G$-Realizations

Now that we have established that local solutions to Cartan’s realization problem always exist, we would like to understand more global solutions. First we make sense of what we mean by a complete solution.

Let $A \to X$ be a $G$-structure algebroid with connection. Recall that the classifying map of a $G$-realization $(P, (\theta, \omega), h)$ of $A$ is a surjection $h : P \to U$ where $U$ is an open subset of a leaf $L$ of $A$ (see Lemma 3.29). We will say that $(P, (\theta, \omega), h)$ is a full $G$-realization if the classifying map is a surjective submersion onto the leaf $h : P \to L$.

A full $G$-realization $(P, (\theta, \omega), h)$ covering a leaf $L$ comes equipped with an infinitesimal action of $A_L$ on $P$ defined by

$$\sigma : h^*A_L \to TP, \quad (\theta, \omega)_p\sigma(p, \xi) = \xi, \quad \forall \xi \in A_h(p).$$

Recall that such an action is called complete if the vector field $\sigma(\xi_t) \in \mathfrak{X}(P)$ is complete whenever $\xi_t \in \Gamma(A_L)$ is a time-dependent section for which $\rho(\xi_t) \in \mathfrak{X}(L)$ is a complete vector field.

**Definition 6.6.** Given a $G$-structure algebroid with connection $A \to X$, a complete $G$-realization $(P, (\theta, \omega), h)$ is a full $G$-realization covering a leaf $L \subset X$ for which the corresponding infinitesimal $A_L$-action on $P$ is complete. The corresponding solution of the associated Cartan’s realization problem is called a complete solution.

Notice that our definition of complete does not appeal to any metric notion. However, in Section 8 we will see that when $G \subset O(n, \mathbb{R})$ is a closed subgroup, then any $G$-realization induces a metric on $M = P/G$. If this metric is complete then $(P, (\theta, \omega), h)$ is a complete $G$-realization in the sense of Definition 6.6. So complete metric solutions are complete solutions in our sense and the converse also holds when $G$ is compact.

One important motivation to define complete $G$-realizations is that source fibers of $G$-integrations are complete $G$-realizations.
Example 6.7. Let $A$ be a $G$-integrable $G$-structure algebroid with connection and let $\Gamma \rightrightarrows L$ be a $G$-integration of $A_L$. Then the $A_L$-action on $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t)$ is given by

$$\sigma(\gamma, \xi) = d_{t(\gamma)}R_{t(\gamma)}(\xi).$$

This action is complete: if $\xi = \xi_t \in \Gamma(A_L)$ is a time-dependent section, then $\sigma(\xi) \in \mathcal{X}(s^{-1}(x))$ has flow

$$\phi^t_{\sigma(\xi)}(\gamma) = \exp(t\xi)(t(\gamma)) \cdot \gamma,$$

where $\exp$ denotes the exponential map taking sections of $\Gamma(A)$ to bisections of $\Gamma$ (see [9] Section 4.4). This of course just says that the Lie algebroid action of $A_L$ on $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t)$ integrates to the $\Gamma$-action on $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t)$ by left translations. Therefore $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t)$ is a complete $G$-realization.

However, there exist complete $G$-realizations which do not arise as source fibers of a $G$-integration. For example, any $G$-realization whose total space is compact is complete. The following example shows that a compact $G$-realization may fail to be isomorphic to a source fiber.

Example 6.8. Consider the trivial Lie $SO(n, \mathbb{R})$-algebra $A = \mathbb{R}^n \oplus so(n, \mathbb{R}) \to \{\ast\}$. As discussed in Example 5.1, it admits only one $SO(n, \mathbb{R})$-integration, namely the group semi-direct product $T = \mathbb{R}^n \rtimes SO(n, \mathbb{R}) \supseteq \{\ast\}$. This integration gives rise to a complete solution with $M = P/G = \mathbb{R}^n$. Another complete solution arises from taking the (oriented) orthogonal frame bundle of the flat torus $M = \mathbb{T}^n$, which is not a source fiber of a $SO(n, \mathbb{R})$-integration.

In the next section we will give a characterization of complete solutions arising as source fibers. For now, we observe that existence of complete solutions already requires a Lie algebroid to be $G$-integrable:

Theorem 6.9. Let $A \to X$ be a $G$-structure algebroid with connection and let $(P, (\theta, \omega), h)$ be a complete $G$-realization of $A$ covering a leaf $L \subset X$. Then $A_L$ is $G$-integrable.

Proof. Given a $G$-realization $(P, (\theta, \omega), h)$, denoting by $\tilde{M}$ the universal (orbifold) cover of $M = P/G$, we have a pullback diagram:

$$\begin{array}{ccc}
\tilde{P} & \to & P \\
\downarrow & & \downarrow \\
\tilde{M} & \to & M
\end{array}$$

This yields a $G$-realization $(\tilde{P}, (q^*\theta, q^*\omega), q^*h)$ with $\tilde{M} = \tilde{P}/G$ 1-connected. Moreover, if $(P, (\theta, \omega), h)$ covers a leaf $L$ so does $(\tilde{P}, (q^*\theta, q^*\omega), q^*h)$, and if $(P, (\theta, \omega), h)$ is complete so is $(\tilde{P}, (q^*\theta, q^*\omega), q^*h)$. So we can assume we are given a complete $G$-realization $(P, (\theta, \omega), h)$ with $M = P/G$ a 1-connected orbifold.

The infinitesimal action $\sigma : h^*A_L \to TP$ determines a unique Lie algebroid structure on $h^*A_L \to P$: its anchor is $\sigma$ and its Lie bracket is uniquely determined by $[h^*\xi_1, h^*\xi_2] = h^*[\xi_1, \xi_2]$ so that Leibniz holds. Note that $\sigma : h^*A_L \to TP$ is actually a Lie algebroid isomorphism with inverse $(\theta, \omega) : TP \to h^*A_L$. It follows from [8] Corollary 7 that:

(a) $A_L$ is an integrable Lie algebroid.
(b) the infinitesimal action of $A_L$ on $P$ integrates to an action of $\Sigma(A_L)$ on $P$ with moment map $h : P \to L$;
(c) there is a Lie groupoid isomorphism:
\[
\Phi : P \rtimes \Sigma(A_L) \simeq \Sigma(h^* A_L) \to \Pi_1(P).
\]
By the definition of a $G$-realization, we have a commutative diagram of morphism of algebroids:
\[
\begin{array}{ccc}
P \times \mathfrak{g} & \longrightarrow & TP \\
h \times \text{id} & \downarrow & (\theta, \omega) \\
L \times \mathfrak{g} & \longrightarrow & A_L
\end{array}
\]
inducing another commutative diagram of morphism of algebroids:
\[
\begin{array}{ccc}
P \times \mathfrak{g} & \longrightarrow & TP \\
h^* A_L & \sigma & \longrightarrow & TP \\
\end{array}
\]
covering $L \times \mathfrak{g} \to A_L$. This integrates to a commutative diagram of groupoid morphims:
\[
\begin{array}{ccc}
P \rtimes \tilde{G} & \longrightarrow & \Pi_1(P) \\
P \times \Sigma(A_L) & \Phi & \longrightarrow & \Pi_1(P)
\end{array}
\]
covering the morphism $\tilde{i} : L \rtimes \tilde{G} \to \Sigma(A_L)$.
Since $M = P/G$ is 1-connected, the long exact sequence of the (stack) fundamental groups of the fibration $G \to P \to M$, shows that $\pi_1(P, p) \simeq \pi_1(G)$ for all $p \in P$. Therefore, the previous triangular diagram restricts to a commutative diagram of group isomorphisms:
\[
\begin{array}{ccc}
\{p\} \times \pi_1(G) & \longrightarrow & \pi_1(P, p) \\
\{p\} \times \hat{N}_x^G & \Phi & \longrightarrow & \pi_1(P, p)
\end{array}
\]
Since $\Phi : P \rtimes \Sigma(A_L) \to \Pi_1(P)$ is an isomorphism and $\pi_1(P, p)$ is discrete in $\Pi_1(P)$ we conclude that $\{p\} \times \hat{N}_x^G$ is discrete in $P \rtimes \Sigma(A_L)$, and therefore $N_x^G$ is discrete in $\Sigma(A_L)$, showing that $A_L$ is $G$-integrable.

6.3. **Strongly complete realizations.** We saw in the previous paragraph that source fibers of $G$-integrations give complete solutions/$G$-realizations, but not every complete solution arises as a source fiber. So we need now to address the question:

- Which complete $G$-realizations are source fibers of some $G$-integration?

Examining the proof of Theorem 6.9 one finds (compare with Corollary 5.8):

**Proposition 6.10.** Every complete $G$-realization $(P, (\theta, \omega), h)$ of a $G$-structure algebroid $A$ with connection with $M = P/G$ simply connected is isomorphic to a source fiber of the canonical $G$-integration $\Sigma_G(A_L)$, where $L$ is the leaf covered by the realization.
Proof. The morphism $\Phi : \Sigma(A_L) \times P \to \Pi_1(P)$ in the proof of Theorem 6.9 is an isomorphism. The proof shows that the isotropy bundle of $P \times \Sigma(A_L)$ is $P \times _M \tilde{N}(A)$, which is mapped by $\Phi$ to $\bigcup _{p \in P} \pi _1(P,p)$, the isotropy bundle of $\Pi_1(P)$. Hence, $\Phi$ descends to a Lie groupoid isomorphism:

$$P \times \Sigma_G(A) \simeq P \times P.$$ 

Restricting both sides to source fibers gives the isomorphism $s^{-1}(x) \simeq P$. The rest follows from the Universal Property of the Maurer-Cartan form (Theorem 5.7). $\square$

As shown by Example 6.8 this proposition is false if we remove the assumption of 1-connectedness.

In order to see what happens in the more general case, let $\Gamma \rightrightarrows X$ be some $G$-integration of a $G$-structure algebroid $A$, fix $x \in M$ and consider the $G$-realization $(s^{-1}(x),\omega_{MC}|_{s^{-1}(x)},t|_{s^{-1}(x)})$. Then $\pi : s^{-1}(x) \to M$ is a $G$-structure on $M = s^{-1}(x)/G$. Given any local equivalence $\phi : U \to V$ between two open sets of $M$, its lift $\tilde{\phi} : \pi^{-1}(U) \to \pi^{-1}(V)$ is a diffeomorphism satisfying $\tilde{\phi}^*\omega_{MC} = \omega_{MC}$. It follows from the Global Universal Property of the Maurer-Cartan form (Theorem 5.7) that $\tilde{\phi} = R_{\gamma|_{\pi^{-1}(U)}}$, for some arrow $\gamma$ in the isotropy Lie group $\Gamma_x$. Thus the local symmetry $\phi$ extends to a global symmetry.

This shows that $G$-realizations arising as source fibers of $G$-integrations are examples of strongly complete $G$-realizations in the sense of the following definition.

**Definition 6.11.** A full $G$-realization $(P,\theta,\omega,h)$ of a $G$-structure algebroid $A$ with connection is called strongly complete if any local symmetry of $(P,\theta,\omega,h)$ extends to a global symmetry. The corresponding solution of the associated Cartan’s realization problem is said to be a strongly complete solution.

We will see that the property of being strongly complete indeed characterizes the $G$-realizations arising from source fibers of $G$-integrations. First we observe that such $G$-realizations have symmetry groups which are Lie groups.

**Proposition 6.12.** Let $(P,\theta,\omega,h)$ be a strongly complete $G$-realization of a $G$-structure algebroid $A$ with connection and assume that $G$ is connected. Then the symmetry group of $(P,\theta,\omega,h)$ is a Lie group $H$ with Lie algebra isomorphic to $\ker \rho_x$, where $x \in X$ is any point in the image of $h : P \to X$. Moreover, the $H$-action on $P$ is proper, free and transitive on the fibers of $h$, and commutes with the $G$-action.

Proof. As usual, we will write $M = P/G$ and denote by $\pi : P \to M$ the quotient map. By assumption, any local equivalence $\phi : U \to V$ lifts to a bundle map $\tilde{\phi} : \pi^{-1}(U) \to \pi^{-1}(V)$ preserving both the coframe and the classifying map:

$$\tilde{\phi}^*(\theta,\omega) = (\theta,\omega), \quad h \circ \tilde{\phi} = h.$$ 

In particular, forgetting about the structure group $G$, $\tilde{\phi}$ is a local equivalence of the coframe. Since $G$ is assumed to be connected this defines a one-to-one correspondence between (local) symmetries of the $G$-realization and (local) symmetries of the coframe which preserve the classifying map $h$. Choosing $x \in X$ any point in the image of $h : P \to X$, by [12] Proposition 6.7, the symmetry group of $(P,\theta,\omega,h)$ is a Lie group $H$ with Lie algebra $\ker \rho_x$, and $h : P \to L$ becomes a principal $H$-bundle over the leaf containing $x$. 
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To conclude the proof of the proposition, note that the $H$ action on $P$ is given by the lifts of diffeomorphisms of $M$. Each such lift, being an automorphism of the $G$-structure, is a $G$-equivariant map. It follows that the $H$-action and the $G$-action on $P$ commute.

We can now show that the strongly complete $G$-realizations are the ones arising from source fibers of $G$-integrations, and in particular they are also complete.

**Theorem 6.13.** Let $A \to X$ be a $G$-structure algebroid with connection. A full $G$-realization $(P, (\theta, \omega), h)$ of $A$ covering a leaf $L \subset X$ is strongly complete if and only if it is isomorphic to a $G$-realization $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t|_{s^{-1}(x)})$ associated with some $G$-integration $\Gamma \Rightarrow L$ of $A_L$.

**Proof.** We have observed already that a $G$-realization $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t|_{s^{-1}(x)})$ arising from some $G$-integration is strongly complete. Conversely, assume that $(P, (\theta, \omega), h)$ is a strongly complete $G$-realization of $A$ covering a leaf $L$. By Proposition 6.12, its symmetry group $H$ is a Lie group acting in a proper and free fashion on $P$. Therefore, we can form the gauge groupoid

$$\Gamma = (P \times P)/H \Rightarrow L.$$  

This is a Lie groupoid whose Lie algebroid is isomorphic to $A_L$. Moreover, since the pair groupoid $P \times P \Rightarrow P$ is a $G$-structure groupoid integrating $TP$, and the $H$-action on $P$ commutes with the $G$-action, it follows that $\Gamma$ is a $G$-structure groupoid integrating the Atiyah $G$-structure algebroid

$$A(\Gamma) := TP/H \to L.$$  

To finish the proof we show that the identification of $A(\Gamma)$ with $A_L$ is an isomorphism of $G$-structure algebroids. This follows since this isomorphism is induced from the vector bundle map

$$TP \xrightarrow{(\theta, \omega)} A_L$$

which is a morphism of $G$-structure algebroids (by the definition of a $G$-realization). Therefore, $\Gamma \Rightarrow L$ is a $G$-integration of $A_L$ and $(P, (\theta, \omega), h)$ is isomorphic to $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t|_{s^{-1}(x)})$ for some (and hence any) $x \in L$.

**Example 6.14.** We saw in Example 6.8 that the flat torus $\mathbb{T}^n$ gives a complete $G$-realization of the trivial $\text{SO}(n, \mathbb{R})$-Lie algebra $A = \mathbb{R}^n \times \mathfrak{so}(n, \mathbb{R})$ which does not arise from a source fiber of some $\text{SO}(n, \mathbb{R})$-integration of $A$. Hence, according to Theorem 6.13, this $G$-realization is not strongly complete.

Of course, one can also see directly that this $G$-realization is not strongly complete: thinking of $\mathbb{T}^n$ as the quotient of $\mathbb{R}^n$ by the lattice $\mathbb{Z}^n$, one sees that the global symmetries of $\mathbb{T}^n$ are induced by isometries of $\mathbb{R}^n$ preserving the lattice $\mathbb{Z}^n$. However, there are many more local symmetries: any isometry of $\mathbb{R}^n$ after restriction to a small enough open subset, yields a local isometry of $\mathbb{R}^n$ which descends to a local isometry of the flat torus.
We can summarize the previous results on global solutions of Cartan’s realization problem as follows:

(i) A solution is strongly complete if and only if it covers a leaf $L$ and every local symmetry extends to a global symmetry;
(ii) A solution is complete if and only if it is covered by a strongly complete solution;
(iii) Complete solutions covering a leaf $L$ exist if and only if $A|_L$ is $G$-integrable;
(iv) Strongly complete solutions arise as the source fibers of $G$-integrations.

Theorem 6.13 reduces the classification of strongly complete $G$-realizations to the classification of all $G$-integrations, but this may not be an easy task.

7. Symmetries and moduli space of solutions

We turn to the problem of determining the symmetries of solutions and, more generally, describing the moduli space of solutions to a Cartan’s realization problem. For both of these problems it is important to distinguish between germs of solutions, which are local solution with marked points, and complete solutions. The answers will differ drastically in each case.

7.1. Moduli space of germs of solutions. Let $(G, X, c, R, F)$ be the Cartan Data of a Realization Problem. We have seen that for every $x \in X$ there exists a solution $(F_G(M), (\theta, \omega), h)$ with $x \in \text{Im } h$ if and only if the Cartan Data determines a $G$-structure algebroid with connection $A \to X$. Assuming this is the case, we consider marked $G$-realizations of $A$, i.e., quadruples $(P, (\theta, \omega), h, m_0)$ where $(P, (\theta, \omega), h)$ is a $G$-realization of $A$, and $m_0 \in M = P/G$ is a marked point.

**Definition 7.1.** Let $A \to X$ be a $G$-structure algebroid with connection. Two marked $G$-realizations $(P_1, (\theta_1, \omega_1), h_1, m_1)$ and $(P_2, (\theta_2, \omega_2), h_2, m_2)$ of $A$ are said to represent the same germ of $G$-realizations if there exist open subsets $m_1 \in V_1 \subset M_1$, $m_2 \in V_2 \subset M_2$ and an isomorphism of $G$-realizations

$$
\begin{array}{ccc}
(P_1)|_{V_1} & \xrightarrow{\phi} & (P_2)|_{V_2} \\
\downarrow & & \downarrow \\
V_1 & \xrightarrow{\phi} & V_2
\end{array}
$$

such that $\phi(m_1) = m_2$.

The condition of representing the same germ determines an equivalence relation on the set of marked $G$-realizations of $A$ and an equivalence class is called a germ of $G$-realization. Let us denote the set of such germs by:

$$\mathfrak{G}(A) = \{\text{germs of } G\text{-realizations of } A\}$$

The symmetry group of a germ is defined as follows: one chooses a marked $G$-realization $(P, (\theta, \omega), h, m_0)$ representing the germ and considers all germs of diffeomorphisms $\phi : M \to M$ fixing $m_0$, and which are local symmetries of the $G$-realization. The set of such germs of diffeomorphisms furnished with composition of diffeomorphisms forms a group and, clearly, its isomorphism class does not depend on the choice of representative of the germ.

The following result describes the moduli stack of germs of $G$-realizations of a $G$-structure algebroid with connection as an orbit space, and in particular allows one to speak of nearby germs, families of germs, etc.
Theorem 7.2. Let $A \to X$ be a $G$-structure algebroid with connection. Then:

(i) For each $x \in X$ there corresponds a germ of $G$-realization of $A$;

(ii) This correspondence induces a bijection between $X/G$ and $\mathcal{G}(A)$;

(iii) The symmetry group of the germ corresponding to $[x] \in X/G$ is isomorphic to the isotropy group $G_x$.

In particular, the action groupoid $X \times G \rightrightarrows X$ presents the moduli stack of germs of solutions.

Proof. Let $x \in X$ and denote by $L \subset X$ the leaf of $A$ containing $x$. By Theorem 6.1 we can choose a $G$-saturated open neighborhood $U_x \subset L$ of $x$ such that $A_{U_x}$ is $G$-integrable. The corresponding canonical $G$-integration $\Sigma_G(A_{U_x})$ gives us a marked $G$-realization

$$\left(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t|_{s^{-1}(x)}, [1_x]\right)$$

where $[1_x] \in s^{-1}(x)/G$ is the projection of the identity arrow $1_x$. This gives a well-defined germ of $G$-realization at $x$, establishing a map

$$\varphi : X \to \mathcal{G}(A).$$

This proves (i). This map seems to depend on the choice of $G$-saturated open neighborhood $U_x$, but the rest of the proof will show that this is not the case.

Let $(P, (\theta, \omega), h, m_0)$ be a marked $G$-realization and choose $p_0 \in P$ such that $[p_0] = m_0$. Also, let $x_0 = h(p_0)$. By choosing a small enough open neighborhood $V \subset M = P/G$ of $m_0$ we may assume that $h|_{P_V}$ takes values in $U_{x_0}$. Then $(P_V, \theta|_{P_V}, \omega|_{P_V}, h|_{P_V})$ is a $G$-realization of $A_{U_{x_0}}$ and by the Universal Property of the Maurer-Cartan form we obtain (possibly after restricting to even smaller open sets) an equivalence

$$\phi : (P_V, \theta|_{P_V}, \omega|_{P_V}, h|_{P_V}) \to (s^{-1}(x_0), \omega_{MC}|_{s^{-1}(x_0)}, t|_{s^{-1}(x_0)})$$

which maps $p_0$ to $1_{x_0}$. This shows that $\varphi(x_0) = [(P, (\theta, \omega), h, m_0)]$, so the map $\varphi$ is surjective. Incidentally, it also show that $\varphi(x)$ is independent of the choice of $G$-saturated open neighborhood $U_x$.

Next, assume that $\varphi(x) = \varphi(y)$. This means that after restricting to $G$-saturated open neighborhoods of $1_x \in s^{-1}(x)$ and $1_y \in s^{-1}(y)$ we obtain an equivalence of marked $G$-realizations

$$\phi : (s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t|_{s^{-1}(x)}, [1_x]) \to (s^{-1}(y), \omega_{MC}|_{s^{-1}(y)}, t|_{s^{-1}(y)}, [1_y]).$$

Since $\phi$ is an equivalence which respects the marked points we have that $\phi(1_x) = 1_y \cdot g$, for a unique $g \in G$, and that $t|_{s^{-1}(1_y)} \circ \phi = t|_{s^{-1}(1_x)}$. Thus,

$$x = t(1_x) = t(1_y \cdot g) = t(1_y)g = yg.$$

proving that $x$ and $y$ are in the same orbit.

To complete the proof of (ii), we need to show that $\varphi(xy) = \varphi(x)$. Since $xy \in U_x$, the germs $\varphi(xy)$ and $\varphi(x)$ are both represented by source fibers of the same $G$-integration $\Sigma_G(A_{U_x})$. If $i : U_x \times G \to \Sigma_G(A_{U_x})$ is the groupoid morphism integrating $i : U_x \times G \to A_{U_x}$, then right translation $R_t(x, g)$ determines an equivalence of the marked $G$-realizations representing $\varphi(x)$ and $\varphi(xy)$. Thus $\varphi(xy) = \varphi(x)$.

Finally, to prove (iii), it is enough to observe that any symmetry of the $G$-realization $(s^{-1}(x), \omega_{MC}|_{s^{-1}(x)}, t|_{s^{-1}(x)}, [1_x])$ is given by a right translation $R_\gamma$, where the arrow belongs to the isotropy group $\gamma \in \Sigma_G(A_{U_x})_x$ and is such that
$R_x(1_x) = 1_x \cdot g$. This means that $g \in G_x$ and $\gamma = \iota(x, g^{-1})$. Hence, the symmetries of $[x] \in \mathfrak{G}(A)$ are in bijection with the elements $g \in G_x$. \hfill \Box$

Notice that the leaves of $A$ in $X$ do not play any role in the description of the moduli space of germs of $G$-realizations. However, they provide information on the global nature of solutions of the realization problem. This will be thoroughly explored in the next section when we describe the moduli space of complete $G$-realizations for which $P/G$ is 1-connected. Before we do so, let us explain how the leaves of $A$ are related to the ‘gluing’ of germs of $G$-realizations. This is intimately related to the notion of analytically connected germs described in [2].

**Theorem 7.3.** Let $A \to X$ be a $G$-structure algebroid with connection, and $x_1, x_2 \in X$. If there exists a connected $G$-realization $(P, (\theta, \omega), h)$ of $A$ and $m_1, m_2 \in P/G$ such that $[x_1] \in \mathfrak{G}(A)$ is represented by the germ of $(P, (\theta, \omega), h, m_1)$ and $[x_2] \in \mathfrak{G}(A)$ is represented by the germ of $(P, (\theta, \omega), h, m_2)$, then $x_1$ and $x_2$ must belong to the same leaf $L \subset X$ of $A$.

Moreover, when $A|_L$ is $G$-integrable the converse also holds.

**Remark 7.4.** The example of extremal Kähler metrics to be discussed in Section 9 will show that, in general, the converse does not hold without the $G$-integrability assumption.

**Proof.** Let $(P, (\theta, \omega), h)$ be a connected $G$-realization of $A$. We have seen already that the image of $h$ lies inside a leaf $L \subset X$ of $A$. If $x_1, x_2 \in X$ are such that there exists $m_1, m_2 \in P/G$ for which $[x_1] \in \mathfrak{G}(A)$ is isomorphic to the germ of the marked $G$-realization $(P, (\theta, \omega), h, m_1)$, and $[x_2] \in \mathfrak{G}(A)$ is isomorphic to the germ of the marked $G$-realization $(P, (\theta, \omega), h, m_2)$, then there exists $p_1, p_2 \in P$, with $[p_1] = m_1$, $[p_2] = m_2$ and $h(p_1) = x \cdot G_1, h(p_2) = x \cdot G_2$. It then follows that $h(p_1)$ and $h(p_2)$ belong to the common leaf $L$ of $A$ in $X$, and therefore also $x_1, x_2 \in L$.

For the converse, assume that $A|_L$ is $G$-integrable and consider the $G$-realization

$$(s^{-1}(x), \omega_{MC|_{s^{-1}(x)}}, t|_{s^{-1}(x)})$$

of $A$, where $s, t$ denote the source and target maps of the canonical $G$-integration $\Sigma_G(A|_L)$. If $y \in L$ is another point in the same leaf as $x$, and $\gamma \in s^{-1}(x)$ is such that $t(\gamma) = y$, then germs of $G$-realizations corresponding to $x$ and $y$ can be identified with the germs of the marked realizations

$$(s^{-1}(x), \omega_{MC|_{s^{-1}(x)}}, t|_{s^{-1}(x)}(x), [1_x])$$

and

$$(s^{-1}(x), \omega_{MC|_{s^{-1}(x)}}, t|_{s^{-1}(x)}(x), [\gamma])$$

respectively. This concludes the proof. \hfill \Box$

**7.2. Moduli space of 1-connected solutions.** We now consider complete $G$-realizations $(P, (\theta, \omega), h)$ of a $G$-structure algebroid $A \to X$ with connection for which $M = P/G$ is 1-connected, which we call a **1-connected solution**. The associated moduli space is

$$\mathfrak{C}(A) := \{\text{isomorphism classes of 1-connected solutions}\}.$$

Recall that if a complete $G$-realization of $A$ covers a leaf $L \subset X$ then $A|_L$ is $G$-integrable (cf. Theorem 6.9). Hence, if denote by $X_{\text{reg}} \subset X$ the saturated subset
formed by the leaves $L \subset X$ such that $A_L$ is $G$-integrable, we can define a groupoid over $X_{\text{reg}}$ by:

$$\Sigma_{G}\text{reg}(A) := \bigcup_{L \subset X_{\text{reg}}} \Sigma_G(A_L).$$

In general, $X_{\text{reg}}$ is a laminated set and $\Sigma^\text{reg}_{G}(A) \Rightarrow X_{\text{reg}}$ is a laminated groupoid: it is smooth along the leaves, but may have a very complicated behavior in directions transverse to the leaves. It can happen, for example, that $A$ is $G$-integrable over a leaf $L_0$, but any saturated neighborhood of $L_0$ contains leaves $L$ such that $A_L$ is not $G$-integrable. The best possible scenario occurs when $A \to X$ is $G$-integrable for then $X_{\text{reg}} = X$ and $\Sigma_G(A)$ is a Lie groupoid.

The following result describes the moduli space of 1-connected solutions:

**Theorem 7.5.** Let $A \to X$ be a $G$-structure algebroid with connection. The groupoid $\Sigma^\text{reg}_G(A) \Rightarrow X_{\text{reg}}$ represents the moduli space $\mathcal{C}(A)$ of 1-connected solutions to the associated Cartan problem.

*Proof.* We have seen in Proposition 6.10 that that every 1-connected complete $G$-realization $(P, (\theta, \omega), h)$ of $A$ covering a leaf $L$ is isomorphic to the $G$-realization determined by a source fiber of the canonical $\Sigma_G(A_L)$. By the Universal Property of the Maurer-Cartan form, it follows that the group of symmetries of a 1-connected complete $G$-realization corresponding to a source fiber $s^{-1}(x)$ is isomorphic to the isotropy group $\Sigma_G(A)_x$. More generally, the set of isomorphisms between two 1-connected complete $G$-realizations corresponding to $s$-fibers over two points $x, y \in L$, is in bijection with the set of arrows from $x$ to $y$:

$$\Sigma_G(A)(x, y) = t^{-1}(y) \cap s^{-1}(x),$$

so the result follows. \(\square\)

In particular, when $A$ is $G$-integrable the moduli space $\mathcal{C}(A)$ is a geometric stack presented by the Lie groupoid $\Sigma_G(A)$. So it makes sense to talk about smooth families of 1-connected solutions, smooth deformations of 1-connected solutions, etc.

7.3. **Comparing the moduli spaces $\mathcal{C}(A)$ and $\mathfrak{G}(A)$**. Let us compare the two moduli spaces above when $A$ is assumed to be a $G$-integrable $G$-structure algebroid.

From the very definition of a $G$-structure groupoid, we have a morphism of Lie groupoids:

$$X \ltimes G \rightarrow \Sigma_G(A)$$

$$\downarrow \quad \downarrow \quad \downarrow$$

$$X \quad \Sigma_G(A) \quad X$$

giving a map between the associated stacks:

$$\mathfrak{G}(A) \to \mathcal{C}(A).$$

This map has a clear geometric meaning:

- when $A$ is $G$-integrable every (isomorphism class of a) germ of solution extends to a unique (isomorphism class of a) 1-connected solution, and
- every equivalence of germs of solutions is the restriction of an equivalence between the corresponding 1-connected solutions.
This map is surjective, but it is not injective: it is possible for two non-equivalent germs to extend to isomorphic 1-connected solutions. The reason is, of course, that if we start with a 1-connected solution and we consider the germs obtained by choosing two different points, in general, there is no self-equivalence taking one germ to the other (compare with Theorem 7.3).

When the $G$-action on $X$ is free we can describe “smaller” models for the moduli spaces that we have introduced before. On the one hand, for the moduli space of germs of solutions $G(A)$ we have:

**Proposition 7.6.** Let $A$ be a $G$-structure algebroid with connection. If the action of $G$ on $X$ is free then the moduli space $G(A)$ of germs of $G$-realizations is smooth, namely the manifold $X/G$.

**Proof.** In terms of stacks, this is the well-known statement that when the action is free the action groupoid $X \rtimes G \Rightarrow X$ and the identity groupoid $X/G \Rightarrow X/G$ are Morita equivalent. Namely, the quotient groupoid morphism:

$$X \rtimes G \to X/G, \quad (x,g) \mapsto [x],$$

is a Morita fibration. □

On the other hand, the moduli space of 1-connected solutions also has a small model, but this time is not a manifold in general: it is represented by a Lie groupoid over $X/G$. To describe it we need the following lemma:

**Lemma 7.7.** If the $G$-action on $X$ is free then the morphism $\iota : X \times G \to \Sigma G(A)$ is injective and there is a free and proper action

$$\Sigma G(A) \times (G \times G) \to \Sigma G(A), \quad \gamma \cdot (g, h) = \iota(t(\gamma), g) \gamma \iota(s(\gamma), h)^{-1}.$$

**Proof.** Since $\iota$ is a groupoid morphism covering the identity, its kernel is contained in the isotropy bundle of $G \times X$. But if the $G$-action on $X$ is free, this isotropy bundle is trivial, so $\iota$ is injective.

For the second part, observe that the anchor map

$$(t, s) : \Sigma G(A) \to X \times X$$

is $G \times G$-equivariant. Since the $G \times G$-action on $X \times X$ is free and proper, so is the $G \times G$-action on $\Sigma G(A)$. □

The promised small model is the following:

**Proposition 7.8.** If the $G$-action on $X$ is free then

$$\Gamma G(A) := \Sigma G(A)/(G \times G)$$

has a natural structure of a Lie groupoid over $X/G$.

**Proof.** The structure of the Lie groupoid $\Gamma G(M) \Rightarrow X/G$ is the obvious one induced from $\Sigma G(A) \Rightarrow X$. Its source, target, identity and inverse maps are defined by

$$\bar{s}(\gamma) = [s(\gamma)], \quad \bar{t}(\gamma) = [t(\gamma)], \quad 1_x = [1_x], \quad [\gamma]^{-1} = [\gamma^{-1}].$$

Perhaps less obvious is the definition of the multiplication. A pair $([\gamma_1], [\gamma_2])$ of arrows of $\Gamma G(A)$ is composable, by definition, if $\bar{s}(\gamma_1) = \bar{t}(\gamma_2)$. In this case there exists a unique $g \in G$ such that $s(\gamma_1) \cdot g = t(\gamma_2)$. We define

$$[\gamma_1][\gamma_2] = [\gamma_1 \iota(t(\gamma_2), g)\gamma_2].$$
We leave the verification that these maps are all well defined and smooth, so that \( \Gamma_G(M) \to X/G \) is a Lie groupoid.

Finally we observe that the groupoids \( \Sigma_G(A) \) and \( \Gamma_G(A) \) represent indeed the same stack \( \mathcal{C}(A) \):

**Theorem 7.9.** Let \( A \) be a \( G \)-integrable \( G \)-structure algebroid and assume that the action of \( G \) on \( X \) is free. Then the quotient map \( \Phi : \Sigma_G(A) \to \Gamma_G(A) \) is a Morita fibration so the Lie groupoids \( \Sigma_G(A) \) and \( \Gamma_G(A) \) are Morita equivalent and both present the stack \( \mathcal{C}(A) \) of complete 1-connected solutions.

**Proof.** In order to show that the morphism:

\[
\begin{array}{ccc}
\Sigma_G(A) & \xrightarrow{\Phi} & \Gamma_G(A) \\
\downarrow & & \downarrow \\
X & \xrightarrow{\phi} & X/G
\end{array}
\]

is a Morita fibration we need to verify that:

(i) the map

\[ \hat{\Phi} : \Sigma_G(A) \to \Gamma_G(A) \times_{\phi} X, \quad \gamma \mapsto (\Phi(\gamma), s(\gamma)), \]

is a surjective submersion;

(ii) the kernel of \( \Phi \):

\[ K := \{ \gamma \in \Sigma_G(A) : \Phi(\gamma) = 1_x \}, \]

is isomorphic to the submersion groupoid \( X \times_{\phi} X \rightrightarrows X \).

Item (i) is more or less straightforward. For item (ii) we observe that the groupoid morphism

\[ K \to X \times_{\phi} X, \quad \gamma \mapsto (t(\gamma), s(\gamma)), \]

has inverse the groupoid morphism:

\[ X \times_{\phi} X \rightrightarrows K, \quad (y, x) \mapsto \iota(x, g), \]

where \( g \in G \) is the unique element such that \( y = xg \).

When the \( G \)-action is free, the map between the moduli stacks

\[ \mathfrak{G}(A) \to \mathcal{C}(A), \]

has another representation in the smaller models above, namely by the obvious groupoid morphism given by the identity section:

\[ X/G \to \Gamma_G(A), \quad [x] \mapsto [1_x]. \]

**Remark 7.10.** When the \( G \)-action on \( X \) is free, the proof above shows that the kernel of the Morita fibration \( \Phi : \Sigma_G(A) \to \Gamma_G(A) \) is the submersion groupoid \( X \times_{\phi} X \rightrightarrows X \), which in turn is isomorphic to the action groupoid \( X \rtimes G \rightrightarrows X \). Moreover, it is not hard to see that \( \Phi \) yields a Morita bi-bundle:
where $\mathcal{M}$ can be identified with the orbit space of $\Sigma_G(M)$:

$$\mathcal{M} = \Sigma_G(A)/G,$$

and $\mu$ (resp., $\nu$) is the map induced by the source (resp., target) of $\Sigma_G(A)$.

When the $G$-action on $X$ is not free most of this fails: $\mathcal{M} = \Sigma_G(A)/G$, but it is no longer free. Therefore, the action of $\Sigma_G(A)$ on $\mathcal{M}$ fails to be principal, so the moduli space $\mathcal{C}(A)$ cannot be represented by a groupoid over $X/G$, not even a topological groupoid.

8. $G$-structure algebroids and geometric structures

Let $K$ be an element of the tensor algebra over $\mathbb{R}^n$. If $G \subset \text{GL}(n, \mathbb{R})$ is a subgroup of linear transformations leaving the tensor $K$ invariant, then it is a basic fact that a $G$-structure $F_G(M) \to M$ determines a tensor field $K_M$ on $M$, which one views as the geometric structure determined by the $G$-structure. Properties of the $G$-structure are reflected on properties of the tensor field $K_M$: for example, the $G$-structure is locally flat if and only if there exist local coordinates on $M$ where the components of $K_M$ are constant; connections on the $G$-structure $F_G(M) \to M$ are in bijection with linear connections $\nabla$ on $TM$ preserving $K_M$, i.e., such that $\nabla K_M = 0$.

**Definition 8.1.** Given a tensor $K$ in $\mathbb{R}^n$, a $G$-structure algebroid is said to be of type $K$ if $G \subset \text{GL}(n, \mathbb{R})$ is a subgroup of linear transformations leaving the tensor $K$ invariant.

When $A \to X$ is a $G$-structure algebroid with connection in canonical form, the tensor $K$ in $\mathbb{R}^n$ determines an $A$-tensor field via the canonical embeddings

$$\mathbb{R}^n \hookrightarrow A_x = \mathbb{R}^n \oplus g.$$

We will denote the resulting tensor field by $K_A$. Then, for any $G$-realization $(P, (\theta, \omega), h)$ of the associated Cartan’s realization problem, the corresponding solution $M = P/G$ inherits a tensor $K_M$ of the same type and the linear connections $\nabla$ on $TM$ preserves $K_M$: $\nabla K_M = 0$.

For the reminder of this section we will study some important classes of $G$-structure algebroids, and see how the extra geometric structure interacts with the Lie algebroid structure. We will focus on the following important cases:

1) metric type: $G \subset O(n, \mathbb{R})$;
2) (almost) symplectic type: $G \subset \text{Sp}(n, \mathbb{R})$;
3) (almost) complex type: $G \subset \text{GL}(n, \mathbb{C})$.

There are of course many other interesting types which can be dealt with similarly. Also, one may have combinations of more that one type, e.g. the (almost)-Hermitian type where $G \subset U(n)$ which combines all 3 types above.

For the reminder of this section we will assume that $A \to X$ is a $G$-structure algebroid with connection in canonical form.
8.1. Metric type.

Definition 8.2. A $G$-structure algebroid with connection is said to be of metric type if $G \subset O(n, \mathbb{R})$ and $c = 0$.

For a $G$-structure algebroid $A \to X$ with connection of metric type we have $\mathfrak{g} \subset \mathfrak{so}(n, \mathbb{R})$ and so the curvature $R$ satisfies:
\[
\langle R(u, v)w, z \rangle_{\mathbb{R}^n} + \langle w, R(u, v)z \rangle_{\mathbb{R}^n} = 0,
\]
where $\langle , \rangle_{\mathbb{R}^n}$ is the usual euclidean metric. As explained before, we have a positive semi-definite symmetric 2-tensor $K_A$ on $A$ given by
\[
K_A((u, \alpha), (v, \beta)) = \langle u, v \rangle_{\mathbb{R}^n}, \quad (u, \alpha), (v, \beta) \in A,
\]
Solutions of the Cartan’s realization problem are Riemannian manifolds and the connection $\omega$ coincides with the Levi-Civita connection.

We can add to $K_A$ a term to obtain a positive definite symmetric 2-tensor $\tilde{K}_A$ on the Lie algebroid $A$:
\[
\tilde{K}_A((u, \alpha), (v, \beta)) := \langle u, v \rangle_{\mathbb{R}^n} + \langle \alpha, \beta \rangle_{\mathfrak{g}} \quad (u, \alpha), (v, \beta) \in A,
\]
where $\langle , \rangle_{\mathfrak{g}}$ is the restriction of the Killing form of $\mathfrak{so}(n, \mathbb{R})$ to $\mathfrak{g}$. The advantage of this is that we can use this metric to induce a Riemannian metric on the leaves of $A$: for each $x \in X$ there is a unique metric on $T_xL$ that makes the map:
\[
\rho : (\ker \rho|_x)^\perp \to T_xL,
\]
an isometry. One can say that the Riemannian metric on $L$ is the unique one that makes $\rho : A \to TL$ an algebroid Riemannian submersion. We will denote by $\tilde{K}_L$ the resulting metric on the leaf $L$ and we will say that the leaf $L$ (respectively, the algebroid $A$) is metric complete if the metric $\tilde{K}_L$ is complete (respectively, is complete for all leaves $L$).

From standard facts about $O(n, \mathbb{R})$-structures, we have:

Proposition 8.3. Let $A \to X$ be a $G$-structure algebroid with connection of metric type. Any $G$-realization $(P, (\theta, \omega), h)$ has a unique $G$-invariant metric $K_P$, which restricts to the Killing metric on the fibers of $P \to P/G = M$, and has the following properties:

(i) the induced metric $K_M$ on $M$ has Levi-Civita connection $\omega$ and curvature $R$;
(ii) the map $h : P \to L$ is a Riemannian submersion onto its image $h(P) \subset L$.
(iii) there is a commutative diagram of Riemannian submersions

\[
\begin{array}{ccc}
P & \xrightarrow{h} & L \\
\downarrow & & \downarrow \\
M & \xrightarrow{} & L/G
\end{array}
\]

Remark 8.4. In general, the action of $G$ on $L$ is proper but not free (not even locally free!). So $L/G$ is only a smooth stratified space. However, it still has a metric distance induced from the metric in $L$, and it makes sense to talk about metric completeness. Also, it makes sense to talk about a Riemannian submersion $q : M \to L/G$: it means that $q$ is an open map and that its fibers form a singular Riemannian foliation.
If $\Gamma \rightrightarrows X$ is a $G$-structure groupoid integrating a metric type $G$-structure algebroid $A \to X$, we can use right translations to propagate the fiberwise metric $\tilde{K}_A$ to a right-invariant metric on the source fibers of $\Gamma \rightrightarrows X$, which we will denote by $\tilde{K}_\Gamma$. If $x \in X$ and $L$ is the leaf containing $L$, then we have a commutative diagram of Riemannian submersions:

$$
\begin{array}{ccc}
\mathfrak{s}^{-1}(x) & \longrightarrow & \mathfrak{s}^{-1}(x)/\Gamma_x = L \\
\downarrow & & \downarrow \\
M = \mathfrak{s}^{-1}(x)/G & \longrightarrow & M/\Gamma_x = L/G
\end{array}
$$

Note that this is just the diagram of Proposition 8.3 for the special case of the $G$-realization $(\mathfrak{s}^{-1}(x), \omega_{MC}, t)$. If the $G$-action on $\mathfrak{s}^{-1}(x)$ is free, we can improve on Remark 8.4:

$$
M/\Gamma_x \text{ and } L/G \text{ are isomorphic as (Riemannian) stacks, i.e., the action groupoids } \Gamma_x \ltimes M \rightrightarrows M \text{ and } G \ltimes L \rightrightarrows L \text{ are Morita equivalent. The Morita equivalence is given by the Riemannian manifold } \mathfrak{s}^{-1}(x) \text{ where both groups } G \text{ and } \Gamma_x \text{ act by isometries.}
$$

The main result concerning metric type $G$-structure algebroids is the following theorem concerning metric completeness of solutions to Cartan’s realization problem, stating that, up to cover, metric complete solutions arise from source fibers of $G$-integrations over metric complete leaves. This shows that metric complete solutions are much more constrained than general solutions and can always be found by $G$-integration.

**Theorem 8.5.** Let $A \to X$ be a $G$-structure algebroid with connection of metric type and let $(P, (\theta, \omega), h)$ be a $G$-realization mapping into a leaf $L$. The following are equivalent:

(a) The metric $K_M$ on $M = P/G$ is complete;
(b) The $G$-realization $(P, (\theta, \omega), h)$ is complete and the metric $\tilde{K}_L$ on $L$ is complete.

In particular, if $M = P/G$ is metric complete and 1-connected, then $P$ is isomorphic to a source fiber of the canonical $G$-integration.

**Proof.** Let us start by observing that it is enough to prove the equivalence between (a) and (b) when $M$ is 1-connected. Indeed, given a $G$-realization $(P, (\theta, \omega), h)$, if $\tilde{M}$ denotes the universal cover of $M = P/G$, then we have a pullback diagram:

$$
\begin{array}{ccc}
\tilde{P} & \longrightarrow & P \\
\downarrow & & \downarrow \\
\tilde{M} & \longrightarrow & M
\end{array}
$$

For the $G$-realization $(\tilde{P}, (q^*\theta, q^*\omega), q^*h)$, $\tilde{M} = \tilde{P}/G$ is 1-connected, and we have:

(i) $M$ is a complete Riemannian manifold if and only if $M$ is complete;
(ii) $(\tilde{P}, (q^*\theta, q^*\omega), q^*h)$ and $(P, (\theta, \omega), h)$ cover the same leaf $L$;
(iii) $(\tilde{P}, (q^*\theta, q^*\omega), q^*h)$ is a complete $G$-realization if and only if $(P, (\theta, \omega), h)$ is complete.

The last item follows because the infinitesimal action $\tilde{\sigma} : A|_{\tilde{L}} \to \mathfrak{x}(\tilde{P})$ covers the infinitesimal action $\sigma : A|_{L} \to \mathfrak{x}(P)$.

Hence, in order to show that (a) $\Rightarrow$ (b), assume that $M$ is metric complete and 1-connected. Since $G$ is compact, $P$ is also a complete Riemannian manifold and
we see that since \( h : P \to L \) is a Riemannian submersion, it must be onto. Now, completeness implies that every infinitesimal isometry of \( M \) is complete (see [13, Theorem VI.3.4]), so the Lie group of isometries \( I(M) \) acts on \( P \) in a proper and free fashion (by lifts) with Lie algebra \( \text{Ker } \rho_{h(u)} \), and the action commutes with the \( G \)-action. Moreover, \( h \) induces a covering \( h : P/I(M) \to L \) and a fiberwise isomorphism \((h, \theta, \omega) : TP/I(M) \to A|_L \). Set \( \tilde{L} := P/I(M) \) so that \( TP/I(M) \to \tilde{L} \) is a Lie \( G \)-algebroid isomorphic to the pullback algebroid \( h^*(A|_L) \). It follows that the gauge groupoid \((P \times P)/I(M) \rightrightarrows \tilde{L} \) is a \( G \)-integration of \( h^*(A|_L) \). This implies that \( P \), being a source fiber of a \( G \)-integration, is a complete \( G \)-realization of \( h^*(A|_L) \). Now we observe that the infinitesimal actions of \( A|_L \) and \( h^*(A|_L) \) on \( P \) fit into a commutative diagram:

\[
\begin{array}{ccc}
h^*(A|_L) & \xrightarrow{\sigma} & TP \\
\downarrow & & \downarrow \\
A|_L & \xrightarrow{\sigma} & TP
\end{array}
\]

From this it follows that the infinitesimal action \( \sigma : A|_L \to \mathfrak{X}(P) \) must also be complete, so that \( P \) is a complete \( G \)-realization of \( A|_L \). Since \( P/G \) is 1-connected, it follows that \( P \) must be isomorphic to a source fiber of the canonical \( G \)-integration, proving the last statement of the theorem.

Conversely, to show that (b) \( \Rightarrow \) (a) note that if the \( G \)-realization \((P, (\theta, \omega), h)\) is complete and \( M = P/G \) is 1-connected, then Proposition 6.10 shows that \( P \cong s^{-1}(x) \) for the canonical \( G \)-integration \( \Sigma_G(A) \rightrightarrows X \), and \( h = t : s^{-1}(x) \to L \). Under the isomorphism \( P \cong s^{-1}(x) \), the metric becomes the right-invariant metric \( \tilde{K}_{\Sigma_G(A)} \). This metric is complete if and only if the metric on \( L \) is complete. Therefore if (b) holds, the metric on \( P \) is complete, and so is the metric on the quotient \( s^{-1}(x) \to s^{-1}(x)/G = M \).

**Corollary 8.6.** Let \( A \to X \) be a \( G \)-structure algebroid with connection of metric type and assume that a leaf \( L \) is metric complete (e.g., a compact leaf). Then every complete solution covering \( L \) is metric complete. In particular, every solution \((s^{-1}(x), \omega_{MC}, t)\) obtained from a \( G \)-integration \( \Gamma_L \rightrightarrows L \) of \( A_L \) is metric complete.

**Example 8.7.** If \( A = \mathbb{R}^n \times (\mathbb{R}^n \oplus \mathfrak{so}(n, \mathbb{R})) \to \mathbb{R} \) is the constant scalar curvature Lie \( \text{SO}(n, \mathbb{R}) \)-algebroid (Example 3.26) then the metrics \( K_L \) are complete for all \( L \), since these are just the points of \( \mathbb{R} \). Hence, its canonical \( \text{SO}(n, \mathbb{R}) \)-integration gives all the 1-connected, constant curvature, complete Riemannian manifolds, and one recovers the usual classification: \( S^n \) (positive curvature), \( \mathbb{R}^n \) (zero curvature) and \( \mathbb{H}^n \) (negative curvature).

The flat \( n \)-torus \( T^n \) is also a complete Riemannian manifold with zero curvature, but its oriented orthogonal frame bundle is not a strongly complete \( G \)-realization. So \( T^n \) cannot be realized as \( s^{-1}(0)/\text{SO}(n, \mathbb{R}) \) for some \( \text{SO}(n, \mathbb{R}) \)-integration.

When \( n \) is odd, the real projective space \( \mathbb{R}P^n \) has constant positive scalar curvature metric, which is obviously complete. Its oriented orthogonal frame bundle is the group \( \text{PSO}(n+1, \mathbb{R}) \), which gives a strongly complete \( \text{SO}(n, \mathbb{R}) \)-realization. Hence, \( \mathbb{R}P^n = s^{-1}(x)/\text{SO}(n, \mathbb{R}) \) for a \( \text{SO}(n, \mathbb{R}) \)-integration.

### 8.2. Symplectic type

In the symplectic case, we will need to pay attention to the integrability condition. We start without any integrability condition:
Definition 8.8. A G-structure algebroid with connection and fiber $\mathbb{R}^{2n} \oplus g$ is said to be of almost-symplectic type if $G \subset \text{Sp}(n, \mathbb{R})$.

For a G-structure algebroid $A \to X$ of almost-symplectic type $g \subset \text{sp}(n, \mathbb{R})$ so the curvature $R$ satisfies:

$$\Omega_{\text{can}}(R(u, v)w, z) + \Omega_{\text{can}}(w, R(u, v)z) = 0,$$

where $\omega_{\text{can}} \in \Omega^2(\mathbb{R}^{2n})$ denotes the canonical symplectic form on $\mathbb{R}^{2n}$. We can define a fiberwise 2-form $\Omega_A$ on $A$ by

$$\Omega_A((u, \alpha), (v, \beta)) := \Omega_{\text{can}}(u, v), \quad (u, \alpha), (v, \beta) \in A,$$

Then, as we saw above, for any G-realization $(P, (\theta, \omega), h)$ of the associated Cartan’s realization problem, the corresponding solution $M = P/G$ inherits a non-degenerate 2-form $\Omega_M$ and for the linear connection $\nabla$ on $TM$ we have $\nabla \Omega_M = 0$. Notice that $\Omega_M$ in general will not be closed.

For a Lie algebroid $A \to X$ we will denote by $d_A : \Omega^\bullet(A) \to \Omega^{\bullet+1}(A)$ the Lie algebroid differential.

Definition 8.9. An almost-symplectic G-structure algebroid $A \to X$ is said to be of symplectic type if $d_A \Omega_A = 0$.

A straightforward computation shows that:

Lemma 8.10. Let $A \to X$ be a G-structure algebroid of almost-symplectic type. Then:

$$d_A \Omega_A((u, \alpha), (v, \beta), (w, \gamma)) = \Omega_{\text{can}}(c(u, v), w) + \Omega_{\text{can}}(c(v, w), u) + \Omega_{\text{can}}(c(w, u), v).$$

In particular, every G-structure algebroid $A \to X$ of almost-symplectic type which is torsionless is of symplectic type.

Proposition 8.11. Let $(P, (\theta, \omega), h)$ be a G-realization of a G-structure algebroid $A \to X$ with connection of symplectic type. Then the induced form $\Omega_M$ on $M = P/G$ is symplectic and $\omega$ is a symplectic connection.

Proof. The Lie algebroid morphism

$$TP \xrightarrow{(\theta, \omega)} A|_L \xrightarrow{h} P \xrightarrow{h} L$$

allows us to pullback the $A$-form $\Omega_A$ to a 2-form $\Omega_P$ on $P$, which is $G$-invariant, closed and whose kernel coincides with the $G$-orbits. Hence, $\Omega_P$ descends to a symplectic form $\Omega_M$ on $M = P/G$. By standard results for $\text{Sp}(n, \mathbb{R})$-structures, $\omega$ is a symplectic connection. □

Remark 8.12. In the case of a G-structure algebroid with connection of metric type we saw that the leaves $L$ and their quotients $L/G$ have natural metrics such that for any G-realization we obtain a commutative diagram of Riemannian submersions:

$$P \xrightarrow{h} L \xrightarrow{h} M \xrightarrow{} L/G$$
It is natural to wonder what happens in the case of a $G$-structure algebroid with connection of symplectic type. Since 2-forms, in general, cannot be pushed forward, one must instead work with their graphs which are Dirac structures. One can then show that in the diagram above all manifolds are Dirac structures and all maps are forward Dirac maps (see e.g. [3]). The Dirac structure on $P$ and $M$ are the graphs of the closed 2-forms $\Omega_P$ and $\Omega_M$ above, and since $\Omega_M$ is symplectic, the resulting Dirac structure on $L/G$ is actually a Poisson structure (which, in general, is stratified by orbits types).

8.3. Complex type.

Definition 8.13. A $G$-structure algebroid with connection and fiber $\mathbb{C}^n \oplus \mathfrak{g}$ is said to be of almost-complex type if $G \subset \text{GL}(n, \mathbb{C})$.

For a $G$-structure algebroid $A \to X$ of almost-complex type $\mathfrak{g} \subset \mathfrak{gl}(n, \mathbb{C})$, so the curvature $R$ satisfies:

\[(8.5) \quad R(u, v)(iw) = iR(u, v)(w).\]

We define an endomorphism $J_A : A \to A$ by

\[(8.6) \quad J_A(u, \alpha) = (iu, 0), \quad (u, \alpha) \in A.\]

Notice that $J_A^3 = -J_A$. As we saw above, for any $G$-realization $(P, (\theta, \omega), h)$ of the associated Cartan’s realization problem, the corresponding solution $M = P/G$ inherits an almost complex structure $J_M$ and for the linear connection $\nabla$ on $TM$ we have $\nabla J_M = 0$. Notice that $J_M$ in general will not be a complex structure.

Given any endomorphism $J : A \to A$ of a Lie algebroid $A \to X$ one defines its Nijenhuis torsion as usual by:

\[N_J(a, b) := [Ja, Jb] - J[Ja, b] - J[a, Jb] + J^2[a, b].\]

In the case of a $G$-structure algebroid $A \to X$ of almost-complex type a straightforward computation shows that:

Lemma 8.14. Let $A \to X$ be an almost-complex $G$-structure algebroid. The endomorphism $J_A$ has Nijenhuis torsion:

\[N_{J_A}((u, \alpha), (v, \beta)) = (-c(iu, iv) + ic(iu, v) + ic(u, iv) + c(u, v), -R(iu, iv)).\]

This lemma shows that we cannot expect the Nijenhuis torsion to vanish. The best we can hope is for the $\mathbb{C}^n$-component of $N_J$ to vanish and this enough for our purposes.

Definition 8.15. An almost-complex $G$-structure algebroid $A \to X$ is said to be of complex type if the Nijenhuis torsion of $J_A$ has vanishing $\mathbb{C}^n$-component.

In particular, every $G$-structure algebroid $A \to X$ of almost-complex type which is torsionless is of complex type.

Proposition 8.16. Let $(P, (\theta, \omega), h)$ be a $G$-realization of a $G$-structure algebroid $A \to X$ of complex type. Then the induced 1-1-tensor $J_M$ on $M = P/G$ is a complex structure and $\omega$ is a complex connection.
Proof. The Lie algebroid morphism

\[ TP \xrightarrow{(\theta, \omega)} A \downarrow L \]

allows us to pullback \( J_A \) to a \( G \)-invariant endomorphism \( J_P : TP \to TP \) satisfying \( (J_P)^3 = -J_P \). This endomorphism has kernel the tangent space to a \( G \)-orbit and its Nijenhuis torsion takes values in the tangent to the \( G \)-orbits:

\[ N_{J_P}(X, Y) \in T(p \cdot G), \quad \forall X, Y \in TP. \]

Hence, it follows that \( J_P \) induces an endomorphism \( J_M : TM \to TM \), which is invertible, has vanishing Nijenhuis torsion and satisfies \( J_M^3 = -J_M \). Hence, \( J_M \) defines a complex structure on \( M \). By standard results for \( \text{GL}(n, \mathbb{C}) \)-structures, \( \omega \) is a complex connection for this complex structure. \( \square \)

We can combine all the three types we studied before and introduce:

**Definition 8.17.** A \( G \)-structure algebroid with connection and fiber \( \mathbb{C}^n \oplus \mathfrak{g} \) is said to be of almost-Hermitian type if \( G \subset U(n) \). It is said to be of Hermitian type if, additionally, the Nijenhuis torsion of \( J_A \) has vanishing \( \mathbb{C}^n \)-component. It is said to be of Kähler type if, additionally, its torsion vanishes: \( c = 0 \).

For a \( G \)-structure algebroid \( A \to X \) of almost-Hermitian type we have \( \mathfrak{g} \subset \mathfrak{u}(n) \) and the curvature \( R \) satisfies the symmetries (8.1), (8.3) and (8.5). On the other hand, the fiberwise metric \( \bar{K}_A \) given by (8.2), the 2-form \( \Omega_A \) given by (8.4) and the endomorphism \( J_A : A \to A \) given by (8.6), are related by:

\[ \Omega_A((u, \alpha), (v, \beta)) = \bar{K}_A(J_A(u, \alpha), (v, \beta)). \]

Hence, it follows from what we saw above that:

**Corollary 8.18.** Let \((P, (\theta, \omega), h)\) be a \( G \)-realization of a \( G \)-structure algebroid \( A \to X \) of Kähler type. Then the triple \((K_M, \Omega_M, J_M)\) is a Kähler structure on \( M = P/G \).

9. Extremal Kähler metrics on surfaces

We will now illustrate our results with the problem of classification of extremal Kähler metrics on surfaces and the associated Lie \( U(1) \)-algebroid with connection discussed in Section 1.4. Since extremal Kähler metrics on surfaces are the same thing as Bochner- Kähler metrics on surfaces (see Remark 1.2), our results will reproduce and slightly improve the results of Bryant [2]. Note that this algebroid falls into the class of Lie algebroids with connection of Kähler type.

9.1. Existence of local solutions. In order to find the obstructions to \( G \)-integrability of \( A \to X \) we need to understand its orbit foliation. For that, it is convenient to write the anchor in real coordinates. If we let \( \alpha = i\lambda, \ z = a + ib \) and \( T = X + iY \),
then the anchor becomes:
\[
\rho(z, \alpha)|_{(K, T, U)} = -2(aX + bY) \frac{\partial}{\partial K} + (aU + \lambda Y) \frac{\partial}{\partial X} + (bU - \lambda X) \frac{\partial}{\partial Y} + -K(aX + bY) \frac{\partial}{\partial U}
\]
\[
= a \left( -2X \frac{\partial}{\partial K} + U \frac{\partial}{\partial X} - KX \frac{\partial}{\partial U} \right) + b \left( -2Y \frac{\partial}{\partial K} + U \frac{\partial}{\partial Y} - KY \frac{\partial}{\partial U} \right) + \lambda \left( Y \frac{\partial}{\partial X} - X \frac{\partial}{\partial Y} \right)
\]
(9.1)

Also, the brackets of the constant sections
\[
e_1 = (1, 0), \ e_2 = (i, 0) \text{ and } e_3 = (0, i)
\]
are:
(9.2) \[ [e_1, e_2] = Ke_3, \quad [e_1, e_3] = -e_2, \quad [e_2, e_3] = e_1. \]
Notice that the action morphism \( \iota : X \times iu(1) \to A \) is given by:
\[
\iota(x, i\lambda) = \lambda e_3.
\]

From this expression it is clear that the functions
\[
I_1 = \frac{K^2}{4} - U, \quad I_2 = X^2 + Y^2 + KU - \frac{1}{6}K^3,
\]
are constant on the leaves of \( A \). These two functions are independent everywhere except at \( X = Y = U = 0 \) when the anchor vanishes. So this Lie \( U(1) \)-algebroid has the following leaves and isotropy Lie algebras:

- the points \( (K, 0, 0, 0) \) with isotropy Lie algebra \( \mathfrak{so}(3, \mathbb{R}) \) (if \( K > 0 \)), \( \mathfrak{sl}(2, \mathbb{R}) \) (if \( K < 0 \)) and \( \mathfrak{so}(2, \mathbb{R}) \ltimes \mathbb{R}^2 \) (if \( K = 0 \));
- the 2-dimensional submanifolds of \( \mathbb{R}^4 \) given by the connected components of the common level sets of \( I_1 \) and \( I_2 \), with isotropy Lie algebra \( \mathbb{R}^3 \).

The restriction \( A \) to the family of 0-dimensional leaves \( \{(K, 0, 0, 0) : K \in \mathbb{R}\} \) is the constant curvature Lie \( U(1) \)-algebroid (the case \( n = 2 \) in Example 3.26 and Section 4.5), hence these leaves are \( U(1) \)-integrable.

For the 2-dimensional leaves, observe that the functions \( I_1 \) and \( I_2 \) only depend on the radius \( |T|^2 = X^2 + Y^2 \). Hence, these leaves are obtained as \( U(1) \)-rotations of the curves in \( \mathbb{R}^3 \) which are the level sets of these two functions:

\[
\left\{ \begin{array}{ll}
I_1 &= c_1 \\
I_2 &= c_1
\end{array} \right. \quad \Leftrightarrow \quad \left\{ \begin{array}{ll}
U &= \frac{K^2}{4} - c_1 \\
|T|^2 &= -\frac{1}{12}K^3 + c_1K + c_2
\end{array} \right.
\]

Hence, we can use \( K \) as a parameter. Depending on the values of \( c_1 \) and \( c_2 \), this curve is closed/open and bounded/unbounded. These determine if the leaves have topology and hence also monodromy and/or \( G \)-monodromy.

The cubic
\[
p(K) = -\frac{1}{12}K^3 + c_1K + c_2
\]
has discriminant:
\[
\Delta = \frac{1}{48}(16c_1^3 - 9c_2^2).
\]

Also, note that a 0-dimensional leaf \((K, 0, 0, 0)\) belongs to a common level set \( I_1 = c_1, \ I_2 = c_2 \), if and only if
\[
\left\{ \begin{array}{ll}
K^2 &= 4c_1 \\
0 &= -\frac{1}{12}K^3 + c_1K + c_2
\end{array} \right. \quad \Rightarrow \quad 16c_1^3 - 9c_2^2 = 0 \quad \Leftrightarrow \quad \Delta = 0.
\]

Now, the 2-dimensional leaves are as follows:
\( \Delta = 0, c_1 = c_2 = 0 \): The cubic \( p(K) \) has a triples root. The level set consists of one single leaf, namely the surface obtained by rotating the curve
\[
\begin{align*}
U &= K^2 \\
|T|^2 &= -\frac{1}{12} K^3 \\
K \in &]-\infty, 0[.
\end{align*}
\]
The value \( K = 0 \) is excluded since it gives the origin \((0, 0, 0, 0)\), which is a 0-dimensional leaf. Therefore, this leaf is topological a cylinder, so it has:
\[ \pi_1(L) = \mathbb{Z}, \quad \pi_2(L) = 1. \]
Hence, the extended monodromy is trivial and we have \( \Sigma(A)^0_x \simeq \mathbb{R} \) and \( \pi_0(\Sigma(A)_x) = \mathbb{Z} \). The restricted \( U(1) \)-monodromy is also trivial, so \( A|_L \) is \( U(1) \)-integrable.

\( \Delta = 0, c_2 < 0 \): The cubic \( p(K) \) has 1 single real root \( -4\sqrt{c_1} \) and 1 double real root \( 2\sqrt{c_1} \). The level set consists of an isolated point \((2\sqrt{c_1}, 0, 0, 0)\), which is a 0-dimensional leaf, and a 2-dimensional leaf, namely the surface obtained by rotating the curve
\[
\begin{align*}
U &= \frac{1}{4} K^2 - c_1 \\
|T|^2 &= -\frac{1}{12} (K - 2\sqrt{c_1})^2(K + 4\sqrt{c_1}) \\
K \in &]-\infty, -4\sqrt{c_1}[.
\end{align*}
\]
Topologically, this leaf is a plane, so we have
\[ \pi_1(L) = \pi_2(L) = 1. \]
We conclude that \( A|_L \) must also be \( U(1) \)-integrable in this case.

\( \Delta = 0, c_2 > 0 \): The cubic \( p(K) \) has 1 single real root \( 4\sqrt{c_1} \) and 1 double real root \( -2\sqrt{c_1} \). The level set then consists of a 0-dimensional leaf \((-2\sqrt{c_1}, 0, 0, 0)\), and two 2-dimensional leaves obtained by rotating the curve
\[
\begin{align*}
U &= \frac{1}{4} K^2 - c_1 \\
|T|^2 &= -\frac{1}{12} (K + 2\sqrt{c_1})^2(K - 4\sqrt{c_1}) \\
K \in &]-\infty, -2\sqrt{c_1}[ \cup -2\sqrt{c_1}, 4\sqrt{c_1}].
\end{align*}
\]
One of the leaves is a cylinder and the other is a plane. Again we conclude that \( A|_L \) is \( U(1) \)-integrable.
• $\Delta < 0$: The cubic $p(K)$ has 1 real root $r$ and two complex conjugate roots. The level set consists of a 2-dimensional leaf obtained by rotating the curve
\[
\begin{cases}
U = \frac{1}{4}K^2 - c_1 \\
|T|^2 = -\frac{1}{12}(K - r)(K - r + r^2 - 12c_1)
\end{cases}
K \in ]-\infty, r].
\]
This leaf is a plane, so it is $U(1)$-integrable.

• $\Delta > 0$: The cubic $p(K)$ has 3 real roots $r_1 < r_2 < r_3$. The level set consists of two 2-dimensional leaves obtained by rotating the curve
\[
\begin{cases}
U = \frac{1}{4}K^2 - c_1 \\
|T|^2 = -\frac{1}{12}(K - r_1)(K - r_2)(K - r_3)
\end{cases}
K \in ]-\infty, r_1] \cup [r_2, r_3].
\]
One leaf is a plane and the other leaf is a sphere. So the first one is $U(1)$-integrable, while the second one could fail to be $U(1)$-integrable.

Let us compute the monodromy and the $U(1)$-monodromy of one such 2-sphere. The 2-sphere $L$ has a parameterization given by
\[
\gamma(K, \theta) = (K, p(K)^\frac{1}{2}e^{i\theta}, K^2/4 - c_1), \quad (K, \theta) \in [r_2, r_3] \times [0, 2\pi],
\]
and the isotropy Lie algebra bundle along the sphere is given by:
\[
\ker \rho|_L = \mathbb{R}s_0,
\]
where $s_0 : L \to A|_L$ is the section given in terms of the parameterization by:
\[
s_0(K, \theta) := (p(K)^\frac{1}{2}ie^{i\theta}, (K^2/4 - c_1)i).
\]
Since the isotropy is abelian any splitting will have center-valued curvature. We can construct a splitting by choosing a fiberwise metric on $A$: the anchor restricts to an
isomorphism \( \rho : (\ker \rho|_L)^\perp \to TL \), and its inverse is a splitting \( \sigma : TL \to (\ker \rho|_L)^\perp \).

We will choose the fiberwise metric:

\[ \langle (z, \alpha), (w, \beta) \rangle := 1/2(z \bar{\omega} + \bar{z}w) - \alpha \beta. \]

Using this splitting, we find that:

\[
\sigma \left( \frac{\partial \gamma}{\partial K} \right) = (-\frac{1}{2}p(K)^{-\frac{1}{2}}e^{i\theta}, 0)
\]

\[
\sigma \left( \frac{\partial \gamma}{\partial \theta} \right) = \frac{1}{2} \left( \frac{1}{p(K) + (K^2/4 - c_1)^2} \left(p(K)^{\frac{3}{2}}(K^2/4 - c_1)ie^{i\theta}, -p(K)i\right) \right)
\]

Using these expressions, we check that:

\[
\nabla_{\frac{x_3}{\sqrt{r_3}}} s_0 = \left[ \sigma \left( \frac{\partial \gamma}{\partial K} \right), s_0 \right] = 0, \quad \nabla_{\frac{x_3}{\sqrt{r_3}}} s_0 = \left[ \sigma \left( \frac{\partial \gamma}{\partial \theta} \right), s_0 \right] = 0.
\]

so \( s_0 \) is a flat section of the isotropy bundle. Moreover, we also compute the curvature of the splitting to be:

\[
\Omega_{\sigma} \left( \frac{\partial \gamma}{\partial K}, \frac{\partial \gamma}{\partial \theta} \right) = \left[ \sigma \left( \frac{\partial \gamma}{\partial K} \right), \sigma \left( \frac{\partial \gamma}{\partial \theta} \right) \right] = \frac{\partial}{\partial K} \left( K^2/4 - c_1 \right) \frac{p(K)((K^2/4 - c_1)^2)}{p(K) + (K^2/4 - c_1)^2} s_0
\]

Now, Proposition \( \text{5.16} \) shows that a generator of the the monodromy group is obtained by integrating the curvature over the whole leaf. Hence:

\[
\mathcal{N} = 8\pi \mathbb{Z} \left( \frac{1}{r_3^2 - 4c_1} + \frac{1}{4c_1 - r_3^2} \right) s_0.
\]

so \( \mathcal{N} \) is discrete and the \( A|_L \) is integrable.

**Remark 9.1.** Combining the monodromy for all the cases, we see that that the Lie algebroid \( A \to \mathbb{R}^4 \) associated with extremal Kähler metrics on surfaces has uniformly discrete monodromy and hence, by [7], it is an integrable Lie algebroid.

On the other hand, observe that along the \( U(1) \)-orbit \( K = 2\sqrt{c_1} \) (the local maximum of \( p(K) \)) the flat section takes the values \( s_0(2\sqrt{c_1}, \theta) = (p(2\sqrt{c_1})^{\frac{3}{2}}ie^{i\theta}, 0). \) Then

\[
u(1) \times \{ \gamma(2\sqrt{c_1}, \theta) \} \subset (\ker \rho|_{\gamma(2\sqrt{c_1}, \theta)})^\perp,
\]

and \( \sigma \) is a \( U(1) \)-splitting along this orbit. Hence, applying Proposition \( \text{5.18} \) the \( U(1) \)-monodromy is obtained by adding to the monodromy the elements of the form \( \mathbb{Z} \int_{\gamma} \Omega_{\sigma} s_0 \), with \( \gamma \) the disk in \( L \) obtained by restricting \( \gamma \) to \( [2\sqrt{c_1}, r_3] \times [0, 2\pi] \). Hence, the \( U(1) \)-monodromy groups along \( L \) are:

\[
\mathcal{N}^{U(1)} = \mathcal{N} \cup 2\pi \mathbb{Z} \left( \frac{1}{r_3^2/4 - 4c_1} \right) s_0 = \left\{ 8\pi \left( \frac{n_1}{r_3^2/4 - 4c_1} + \frac{n_2}{4c_1 - r_3^2} \right) : n_1, n_2 \in \mathbb{Z} \right\}.
\]

It follows that, \( A|_L \) is \( U(1) \)-integrable if and only if \( \frac{4c_1 - r_3^2}{4c_1 - r_3^2} \in \mathbb{Q} \). This ratio is always < 1 and fixing \( c_1 \) it varies continuously with \( c_2 \), approaching 1 when \( \Delta \to 0 \).

The following table summarizes the solutions that one obtains by integration by applying Corollary \( \text{4.5} \).
Table 1. Extremal Kähler metrics on 1-connected surfaces

<table>
<thead>
<tr>
<th>Conditions</th>
<th>$U(1)$-frame bundle: $s^{-1}(x)$</th>
<th>Solutions: $s^{-1}(x)/U(1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K = 0$</td>
<td>$\text{SO}(2) \times \mathbb{R}^2$</td>
<td>$\mathbb{R}^2$</td>
</tr>
<tr>
<td>$K = c &gt; 0$</td>
<td>$\mathbb{S}^3$</td>
<td>$\mathbb{S}^2$</td>
</tr>
<tr>
<td>$K = c &lt; 0$</td>
<td>$\text{SO}(2,1)$</td>
<td>$\mathbb{H}^2$</td>
</tr>
<tr>
<td>$\Delta = 0$, $c_1 = c_2 = 0$</td>
<td>$(\mathbb{R}^2 \times \mathbb{R})/\mathbb{Z}$</td>
<td>$\mathbb{R}^2$</td>
</tr>
<tr>
<td>$\Delta = 0$, $c_2 &lt; 0$</td>
<td>$\mathbb{R}^2 \times \mathbb{S}^1$</td>
<td>$\mathbb{R}^2$</td>
</tr>
<tr>
<td>$\Delta = 0$, $c_2 &gt; 0$</td>
<td>$(\mathbb{R}^2 \times \mathbb{R})/\mathbb{Z}$</td>
<td>$\mathbb{R}^2$</td>
</tr>
<tr>
<td></td>
<td>$(\mathbb{R}^2 \times \mathbb{S}^1)$</td>
<td></td>
</tr>
<tr>
<td>$\Delta &lt; 0$</td>
<td>$\mathbb{R}^2 \times \mathbb{S}^1$</td>
<td>$\mathbb{R}^2$</td>
</tr>
<tr>
<td>$\Delta &gt; 0$</td>
<td>$\mathbb{R}^2 \times \mathbb{S}^1$</td>
<td>$\mathbb{R}^2$</td>
</tr>
<tr>
<td>(if $\frac{4c_1 - r_2^2}{r_2^2 - 4c_1} = \frac{p}{q}$)</td>
<td>$\mathbb{S}^3$</td>
<td>$\mathbb{C}P^1_{p,q}$</td>
</tr>
</tbody>
</table>

9.2. Complete extremal Kähler metrics. Theorem 8.5 allows us to decide for which orbits there exist complete extremal Kähler metrics, and in particular which solutions in Table 1 are complete. For this, given a leaf $L$, we only need to decide if the metric $\tilde{\kappa}_L$ (see the discussion following (8.2)) is complete. This can be done in a case by case analysis.

In all cases, we will use the parameterization:

$$\gamma(K, \theta) = (K, p(K)^{\frac{1}{2}}e^{i\theta}, K^2/4 - c_1), \quad \theta \in [0, 2\pi], \ K \in I$$

for some interval $I$. This will parameterize smoothly the whole leaf $L$ with the possible exception of points where $p(K) = 0$ which coincide with the extremes of the interval $I$. We also choose a section $s_0$ of the isotropy Lie algebra bundle $\ker \rho_L$ given in terms of this parameterization by:

$$s_0(K, \theta) := (p(K)^{\frac{1}{2}}ie^{i\theta}, (K^2/4 - c_1)i).$$

This is non-zero with the possible exception of points in $L$ where $p(K) = 0$ and $K = 2\sqrt{c_1}$. Then using the fiberwise metric on $A \to \mathbb{R}^4$:

$$\tilde{\kappa}_A((z, \alpha), (w, \beta)) = 1/2(z\bar{w} + \bar{z}w) - \alpha \beta,$$
we can identify \((\ker \rho_{L})^\perp\) with \(TL\) via a splitting \(\sigma\) of the anchor. This yields the metric \(K_L\). Explicitly, we find that:

\[
\sigma \left( \frac{\partial \gamma}{\partial K} \right) = \left( -\frac{1}{2} p(K)^{-\frac{3}{2}} e^{i\theta}, 0 \right)
\]

\[
\sigma \left( \frac{\partial \gamma}{\partial \theta} \right) = \frac{1}{p(K) + \left( K^2/4 - c_1 \right)^2} \left( p(K)^{\frac{1}{2}} (K^2/4 - c_1) ie^{i\theta}, -p(K)i \right)
\]

so that if \(e_1 = \sigma \left( \frac{\partial \gamma}{\partial K} \right)\) and \(e_2 = \sigma \left( \frac{\partial \gamma}{\partial \theta} \right)\) then

\[
\tilde{K}_L(e_i, e_j) = \tilde{K}_A(\sigma(e_i), \sigma(e_j)).
\]

We obtain:

\[(9.3) \quad K_L = \frac{1}{4p(K)} dK^2 + \frac{p(K)}{p(K) + \left( K^2/4 - c_1 \right)^2} d\theta^2.\]

Observe already that if the interval \(I\) has left extreme \(-\infty\) then this metric is not complete: we have that the integral

\[
\int_{-\infty}^{K_0} \frac{1}{2\sqrt{p(K)}} dK < \infty,
\]

so a geodesic with \(\theta = \text{constant}\) runs to \(-\infty\) in finite time. Now we can look at each of different types of leaves:

- \(\Delta = 0, \ c_1 = c_2 = 0\): In this case \(p(K) = -\frac{1}{12} K^3\) and \(I = ] - \infty, 0[\), so the metric is not complete.

- \(\Delta = 0, \ c_2 < 0\): Now we have \(p(K) = -\frac{1}{12} (K - 2\sqrt{c_1})(K + 4\sqrt{c_1})\) and \(I = ] - \infty, -4\sqrt{c_1}[\), so the metric is not complete.

- \(\Delta = 0, \ c_2 > 0\): In this case we have \(p(K) = -\frac{1}{12} (K + 2\sqrt{c_1})^2(K - 4\sqrt{c_1})\) and we have two branches:
  - In one branch we have \(I = ] - \infty, -2\sqrt{c_1}[\) so the metric is not complete.
  - For the other branch we have \(I = ] - 2\sqrt{c_1}, 4\sqrt{c_1}[\), so we need to look at what happens when \(K \to -2\sqrt{c_1}\). In this case we have
    \[
    \int_{-2\sqrt{c_1}}^{K_0} \frac{1}{2\sqrt{-p(K)}} dK < \infty,
    \]
    so a geodesic with \(\theta = \text{constant}\) runs to \(-2\sqrt{c_1}\) in finite time, and the metric cannot be complete.

- \(\Delta < 0\): We have the polynomial \(p(K) = -\frac{1}{12} (K - r)(K^2 + rK + r^2 - 12c_1)\) in the interval \(I = ] - \infty, r[\), so this metric is not complete.

- \(\Delta > 0\): There are two branches. One corresponds to compact leaves so they will be complete. For the other branch, we have \(p(K) = -\frac{1}{12} (K - r_1)(K - r_2)(K - r_3)\) and \(I = ] - \infty, r_1[\) \((r_1 < r_2 < r_3)\), so again the metric is not complete.

**Corollary 9.2.** The only 1-connected complete extremal Kähler metrics on a surface are the constant scalar curvature metrics \(\mathbb{R}^2\), \(\mathbb{S}^2\), \(\mathbb{H}^2\) and the orbifolds \(\mathbb{C}P^1_{p,q}\).
9.3. Explicit solutions. One can try to find explicit $G$-integrations of the Lie $U(1)$-algebroid with connection associated with extremal Kähler surfaces by finding a Lie $U(1)$-groupoid integrating it, at least upon restriction to appropriate orbits. This is possible, with some work, using a certain identification of this Lie algebroid which was first found by Cahen & Schwachhöfer [4, 5]. In that work the authors claim that this Lie algebroid is not integrable (which is false as we observed in Remark 9.1). What they show, in fact, is that this Lie algebroid is not $G$-integrable. Still the restriction to an orbit, as we saw in the previous paragraph, is often $G$-integrable and we can find explicit $G$-integrations, as we now explain.

As before, we denote by $A \rightarrow \mathbb{R}^4$ the Lie $U(1)$-algebroid with connection associated with extremal Kähler surfaces. The starting point of a new description of this algebroid is the Lie algebra $h = \mathfrak{su}(2,1)$ which can be thought of as being made of $3 \times 3$ matrices of the form:

$$
\begin{bmatrix}
i(a-b/2) & u & v \\
-u & ib & w \\
\bar{v} & \bar{w} & -i(a+b/2)
\end{bmatrix}
$$

where $a, b \in \mathbb{R}$ and $u, v, w \in \mathbb{C}$. The dual of any Lie algebra is a Poisson manifold and so $h^* = \mathfrak{su}(2,1)^*$ is a Poisson manifold. Using the symmetric, invariant, non-degenerate bilinear form (a multiple of the Killing form of $\mathfrak{su}(2,1)$):

$$(x, y) := \text{trace}(xy),$$

we can identify $\mathfrak{su}(2,1)^* \simeq \mathfrak{su}(2,1)$, and henceforth we will use this identification.

As for any Poisson manifold, the cotangent bundle $T^* \mathfrak{su}(2,1)$ is a Lie algebroid. As a Lie algebroid, $T^* \mathfrak{su}(2,1)$ is isomorphic to the action Lie algebroid associated with the adjoint representation:

$$T^* \mathfrak{su}(2,1) \simeq \mathfrak{su}(2,1) \ltimes \mathfrak{su}(2,1) \rightarrow \mathfrak{su}(2,1).$$

This is not yet the algebroid we are interested in. For that, we consider the 4-dimensional affine subspace $X \subset \mathfrak{su}(2,1)$ given by:

$$X = \left\{ \begin{bmatrix} i(a-b/2) & u & 1-a \\
-u & ib & -i\bar{u} \\
1-a & iu & -i(a+b/2) \end{bmatrix} : a, b \in \mathbb{R}, u \in \mathbb{C} \right\}$$

The affine subspace $X$ is a Poisson transversal: it intersects the adjoint orbits (the symplectic leaves of $\mathfrak{su}(2,1)$) transversely in symplectic submanifolds. It follows that $X$ inherits a Poisson structure $\{ \cdot, \cdot \}_X$ and a straightforward computation gives:

$$\{a, b\}_X = 0, \quad \{a, u\}_X = \frac{3}{4}ibu, \quad \{b, u\}_X = -iu, \quad \{u, \bar{u}\}_X = \frac{i}{8}(4 - 8a + 9b^2).$$

Now observe that the Killing form yields the Casimir $C(x) = (x,x)$ for the Poisson manifold $\mathfrak{su}(2,1)$. Therefore, this function restricts to a Casimir on the Poisson transversal $X$, where it is given by the formula:

$$C(a, b, u) = 2 - 4a - \frac{3}{2}b^2.$$

The Lie algebroid we are interested is the quotient Lie algebroid

$$A := T^*X/\langle dC \rangle \rightarrow X.$$
In fact, writing \( u = u_1 + iu_2 \), we can take as a basis of sections for this Lie algebroid the ones defined by:

\[
e_1 := du_1 + \langle dC \rangle, \quad e_2 := du_2 + \langle dC \rangle, \quad e_3 := db + \langle dC \rangle,
\]

and we can make the change of variables:

\[
X = \frac{3}{4}u_2, \quad Y = -\frac{3}{4}u_1, \quad K = \frac{3}{2}b, \quad U = \frac{3}{64}(4 - 8a + 9b^2),
\]

which leads to the following expressions for the bracket of \( A \):

\[
[e_1, e_2] = d\{u_1, u_2\} + \langle dC \rangle = -\frac{1}{2}d\alpha + \frac{9}{8}bd + \langle dC \rangle = Ke_3,
\]

\[
[e_1, e_3] = d\{u_1, b\} + \langle dC \rangle = -du_2 + \langle dC \rangle = -e_2,
\]

\[
[e_2, e_3] = d\{u_2, b\} + \langle dC \rangle = du_1 + \langle dC \rangle = e_1,
\]

and for the anchor of \( A \):

\[
\rho(e_1) = \{u_1, \cdot\} = -2X \frac{\partial}{\partial K} + U \frac{\partial}{\partial X} - KX \frac{\partial}{\partial U},
\]

\[
\rho(e_2) = \{u_2, \cdot\} = -2Y \frac{\partial}{\partial K} + U \frac{\partial}{\partial Y} - KY \frac{\partial}{\partial U},
\]

\[
\rho(e_3) = \{b, \cdot\} = Y \frac{\partial}{\partial X} - X \frac{\partial}{\partial Y}.
\]

Comparing with the expressions (9.1) and (9.2), we conclude that \( A = T^*X/\langle dC \rangle \) is indeed the classifying \( G \)-structure algebroid of Bochner-Kähler surfaces. Note that under this change of variables the Casimir function \( C \) becomes, up to a factor, the invariant function \( I_1 \):

\[
C = -\frac{32}{3}(K^2/4 - U) = -\frac{32}{3}I_1.
\]

The other invariant arises from taking the determinant of an element \( x \in X \):

\[
\det x = -i \frac{4}{i}(4b - 8ab + b^2 + 8u\bar{u}) = -\frac{32i}{9}(X^2 + Y^2 + UK - \frac{1}{6}K^3) = -\frac{32i}{9}I_2.
\]

We can now proceed to integrate \( A \) as follows. The cotangent Lie algebroid \( T^*su(2, 1) \), associated with the linear Poisson structure on \( su(2, 1) \), integrates to the action Lie groupoid associated with the adjoint action:

\[
su(2, 1) \times SU(2, 1) \Rightarrow su(2, 1).
\]

We have the embedding of Lie algebroids:

\[
su(2, 1) \times u(1) \rightarrow T^*su(2, 1), \quad \lambda \mapsto \lambda db,
\]

which under the identification of \( T^*su(2, 1) \) with the adjoint action Lie algebroid \( su(2, 1) \times su(2, 1) \), arises from the embedding of Lie algebras:

\[
u(1) \hookrightarrow su(2, 1), \quad \lambda \mapsto \lambda \begin{bmatrix} -i \frac{7}{2} & 0 & 0 \\ 0 & i \frac{7}{2} & 0 \\ 0 & 0 & -\frac{7}{2} \end{bmatrix}
\]

Therefore, this Lie algebroid morphism integrates to a Lie groupoid morphism:

\[
su(2, 1) \times U(1) \hookrightarrow su(2, 1) \times SU(2, 1),
\]
arising from the embedding of Lie groups:
\[
U(1) \hookrightarrow SU(2,1), \quad \theta \mapsto \begin{bmatrix} e^{-i\frac{\theta}{2}} & 0 & 0 \\ 0 & e^{i\theta} & 0 \\ 0 & 0 & e^{-i\frac{\theta}{2}} \end{bmatrix}
\]

By restricting to the Poisson transversal \(X \subset su(2,1)\) we obtain an integration of \(T^*X\):
\[
\hat{\Gamma} := \{(g, \xi) \in SU(2,1) \times su(2,1) : \xi \in X \text{ and } \text{Ad}_g \xi \in X\} \rightrightarrows X.
\]

Since the action of \(U(1)\) by conjugation preserves \(X\), this is still a \(U(1)\)-integration.

We can obtain a \(G\)-integration of the quotient \(A = T^*X/(dC)\) by first find the Lie subgroupoid \(K \subset \hat{\Gamma}\) integrating the subalgebroid \(\langle dC \rangle \subset T^*X\), which is a normal, bundle of Lie groups inside the isotropy bundle, and then taking the quotient groupoid \(\hat{\Gamma}/K \rightrightarrows X\). This yields a Lie groupoid provided \(K \subset \hat{\Gamma}\) is closed.

Every orbit contains a point where \(u_1 = u_2 = 0\), and at these points we find:
\[
K_{(a,b,0,0)} = \{\exp(td_{(a,b,0,0)}C) : t \in \mathbb{R}\} = \{\exp(2tx) : t \in \mathbb{R}\} = \left\{ \begin{bmatrix} (\mu + ia) e^{-2ibt} + (\mu - ia) e^{-2ibt} + 2\mu & 0 & \mu e^{ibt} - e^{-ibt} \\ 0 & 2e^{ibt} & 0 \\ 0 & 0 & 2e^{-ibt} \end{bmatrix} : t \in \mathbb{R}\right\}
\]

where we have set \(\mu = \sqrt{1-2a}\). Now if \(\mu\) is real, i.e., if \(1 - 2a \geq 0\), then this subgroup is closed. On the other hand, if \(\mu\) is purely imaginary, i.e., if \(1 - 2a < 0\), this subgroup will be closed iff \(b/\mu \in \mathbb{Q}\). To compare this with the results of the previous section, we notice that a straightforward computation shows that the discriminant \(\Delta\) at the point \((a, b, 0, 0)\) is given by:
\[
\Delta = -\frac{27}{65536} (4 - 8a + 9b^2)^2 (1 - 2a) = -\frac{3}{16} U^2 (1 - 2a).
\]

We recover the result that \(G\)-integrability can only fail when \(\Delta > 0\) and a certain ratio is irrational. Note however, than this is not an if and only if result, since in principle one could have \(G\)-integrations which are not quotients of \(\hat{\Gamma}\).

Hence, on the one hand, this approach can yield explicit solutions. On the other hand, the approach in the previous paragraph allows one to find the explicit orbits for which solutions exist.

9.4. Symmetries and moduli space of extremal Kähler metrics. We will now use the results of Section 7 to describe the symmetries and the moduli space of extremal Kähler metrics.

First, considering the moduli space of germs of solutions, according to Theorem 7.2, the action groupoid \(X \times U(1) \rightrightarrows X\) where \(X = \mathbb{R} \times \mathbb{C} \times \mathbb{R}\), presents this stack. Recalling that the \(U(1)\) action on \(X\) is given by:
\[
(K, T, U)e^{i\theta} = (K, e^{i\theta}T, U).
\]

we conclude that a germ of solution corresponding to the point \((K_0, T_0, U_0)\) has symmetry group:
- the trivial group, if \(T_0 \neq 0\);
- the group \(U(1)\), if \(T_0 = 0\).
Note that this moduli space is not smooth since the action fails to be free. If we remove all solutions with \( T_0 = 0 \) we obtain a smooth moduli space.

Note also that if \( L \) is the sphere in the level set with \( \Delta = 0 \) and \( c_2 > 0 \), and we consider the two marked points in this leaf with \( T = 0 \), then there cannot exist any \( G \)-realization covering both marked points. In fact, if such a \( G \)-realization existed, then it would cover the whole sphere, contradicting the fact that \( L \) is not \( G \)-integrable. This shows that the converse to Theorem 7.3 in general fails without the \( G \)-integrability assumption.

The moduli space of 1-connected solutions has a richer structure. According to Theorem 7.5 this moduli space is represented by the groupoid \( \Sigma^{\text{reg}}_G(A) \Rightarrow X_{\text{reg}} \) where \( X_{\text{reg}} \subset X \) consists of the union of the leaves for which \( A|_L \) is \( G \)-integrable. Hence, \( X_{\text{reg}} \) is obtained by removing from \( X \) the compact leaves in the level sets \( I_1 = c_1 \) and \( I_2 = c_2 \) for which \( \Delta > 0 \) and \( \frac{4c_2 - r^2}{r^2 - 4c_1} \notin \mathbb{Q} \). Then we conclude that:

- the constant curvature 1-connected solutions \( \mathbb{R}^2 \), \( S^2 \) and \( H \) are isolated (i.e., have no smooth deformations) and have symmetry groups \( \text{SO}(2) \ltimes \mathbb{R}^2 \), \( S^3 \) and \( \text{SO}(2, 1) \), respectively,
- the orbifold solutions \( \mathbb{C}P^2_{p,q} \) are also isolated and have symmetry group \( S^1 \).
- the remaining 1-connected solutions all admit smooth, non-trivial deformations, and the connected component of the identity of their symmetry group is either \( \mathbb{R} \) or \( S^1 \).

Notice that a 1-connected solution may have a richer symmetry structure than any of its germs, since a symmetry of a germ of solution necessarily fixes the marked point.
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