SYNCHRONY AND PERIODICITY IN EXCITABLE NEURAL NETWORKS WITH MULTIPLE SUBPOPULATIONS
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Abstract. We consider a cascading model of excitable neural dynamics and show that over a wide variety of parameter regimes, these systems admit unique attractors. For large coupling strengths, this attractor is a limit cycle, and for small coupling strengths, it is a fixed point. We also show that the cascading model considered here is a mean-field limit of an existing stochastic model.
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1. Introduction. The study of oscillator synchronization has made a significant contribution to the understanding of the dynamics of real biological systems [5, 7, 8, 11, 14–17, 22, 24, 26, 27, 36, 37], and has also inspired many ideas in modern dynamical systems theory. See [28, 33, 40] for reviews. The prototypical model in mathematical neuroscience is a system of “pulse-coupled” oscillators, that is, oscillators that couple only when one of them “fires”. More concretely, each oscillator has a prescribed region of its phase space where it is active, and only then does it interact with its neighbors. There has been a large body of work on deterministic pulse-coupled networks [4, 6, 13, 18, 19, 24, 27, 31, 34, 35, 38, 39], mostly studying the phenomenon of synchronization on such networks.

In [9, 10], the first author and collaborators considered a specific example of a network containing both refractoriness and noise; the particular model was chosen to study the effect of synaptic failure on the dynamics of a neuronal network. What was observed in this class of models is that when the probability of synaptic success was taken small, the network acted as a stationary process with a low degree of correlation in time; when the probability of synaptic success was taken large, the system exhibited synchronous behavior that was close to periodic. Both of these behaviors are, of course, expected: strong coupling tends to lead to synchrony, and weak coupling tends not to do so. The most interesting observation was that for intermediate values of the coupling, the network could support both synchronized and desynchronized behaviors, and would dynamically switch between the two. This was explained in [10] by showing that the large network limit was, for certain parameters, multistable. Then, large but finite networks switch stochastically between the attractors of the limiting system.

One unusual aspect of the large network limit, or mean-field system, of [9, 10] is that it is a hybrid system: a system of a continuous flow coupled to a map of the phase space. This system has piecewise continuous trajectories that jump at prescribed times. This is due to the fact that the interneuronal connections in the model undergo cascades, where the firing of one neuron can cause other neurons to fire, which cause other neurons to fire, and so on, causing an avalanche of activity throughout the network. This sort of neural activity has been observed experimentally in [1, 2, 32]
and a model of the type considered in this paper was matched to experimental data in [12]. Since these cascading events are on the order of the size of the network, yet happen quickly, they correspond to discontinuities in the dynamics, leading to the hybrid character of the dynamics. Moreover, as we argue below, the model we consider here is a prototypical model of cascading neuronal dynamics, and is in some sense the simplest model possible of this type. The model we analyze here is a cascading version of the three-state excitable network model analyzed in [25,29,30] (although one notes that the details of the analysis differ significantly).

In this paper, we consider a generalization of the mean-field model that allows for several independent subpopulations with different intrinsic firing rates. We show that this model has the property that for sufficiently small interneuronal coupling, the system has a globally attracting fixed point, and for sufficiently large interneuronal coupling, the system has a globally attracting periodic orbit. We also give bounds on the parameter ranges of validity for each of the two behaviors. Moreover, we make the surprising observation that all of these attractors exist no matter how many subpopulations exist, and how much their firing rates differ — in particular, we show that the critical coupling parameter for the existence of a globally attracting limit cycle does not depend on the firing rates, or relative sizes, of the subpopulations in the network.

We also connect the model studied in this paper to the stochastic cascading neural system considered in [10]. Since this result follows with only minor changes from the theorems in [10], we present a short argument of the connection between the stochastic model and its mean-field equation, but only for completeness.

2. Model definition.

2.1. Overview of model. We consider a network of neurons which is coupled all-to-all and which all coupling is excitatory. We also assume that the interneuronal coupling is much faster than the other timescales in the system, so that the interaction between different neurons happens in zero time. Each neuron can be in one of three states: “refractory”, “excitable”, and “firing”. Every refractory neuron will need an input to become excitable, and then takes one more input to fire. We also assume that neurons have variable firing rates.

We will assume that there is a finite number $M$ of subpopulations of neurons, and that different subpopulations have different firing rates; we will denote the fraction of neurons in subpopulation $m$ by $\alpha_m$, and the firing rate of these neurons will be denoted $\rho_m$. For shorthand, we will say that the refractory neurons are at level 0, and the excitable at level 1. We use the index $k = 0,1$ to denote the state of a given neuron, and $m = 1,\ldots,M$ to index certain subpopulations. Thus we will denote the proportion of neurons of type $m$ that are refractory by $x_{0,m}$, and the proportion that are excitable by $x_{1,m}$.

The interneuronal coupling will be determined by the parameter $\beta$. The interpretation of $\beta$ is that whenever there is a proportion of neurons that are firing, they will promote a fraction of neurons in the network through synaptic connections, and $\beta$ represents the ratio of neurons being promoted to those currently firing. We also assume that whenever neurons fire, we compute the entire cascade of firing until there are no longer any firing neurons. Moreover, we assume that all neurons that fire are set to the refractory state at the end of the cascade. Thus, the entire state of the network will be determined by the vector $x_{k,m}$ with $k = 0,1$ and $m = 0,\ldots,M$, as all of the firing neurons will be processed as soon as they fire.
2.2. Mathematical definition of model. Choose a natural number \( M \). Let \( \alpha = (\alpha_1, \ldots, \alpha_M) \) be any vector with \( 0 < \alpha_m < 1 \), and \( \sum_m \alpha_m = 1 \), and let \( \rho \in (\mathbb{R}^+)^M \). The domain of our dynamical system will be

\[
D^\alpha := \{ x = \{ x_{k,m} \} \in \mathbb{R}^{2M} | x_{0,m} + x_{1,m} = \alpha_m \}.
\]

We write \( y_k = y_k(x) := \sum_m x_{k,m} \), and write \( D^\alpha \) as the disjoint union \( D^\alpha = D_G^{\alpha,\beta} \cup D_L^{\alpha,\beta} \), where

\[
D_G^{\alpha,\beta} := \{ x \in D^\alpha | \beta y_1 \geq 1 \}, \quad D_L^{\alpha,\beta} = D^\alpha \setminus D_G^{\alpha,\beta}.
\]

We will also write \( \partial D_G^{\alpha,\beta} = \{ x : y_1 = \beta^{-1} \} \).

We now define a deterministic hybrid dynamical system \( \xi^\alpha,\rho,\beta(t) \) with state space \( D^\alpha \). The system will be hybrid since it will have two different rules on complementary parts of the phase space.

**Definition 2.1 (Definition of \( \mathcal{L} \)).** Consider the flow defined by

\[
\frac{d}{dt} \xi_{k,m}(t) = \rho_m \mu(\xi)(\xi_{k-1,m}(t) - \xi_{k,m}(t)),
\]

where \( \mu(\xi) \) is the scalar function

\[
\mu(\xi) = \frac{1}{1 - \beta y_1} = \frac{1}{1 - \beta \sum_m x_{1,m}}
\]

and we interpret indices modulo 2. More compactly, define the matrix \( \mathcal{L} \) by

\[
\mathcal{L}_{(k,m),(k',m')} = \delta_{m,m'}(-1)^{1+k+k'}\rho_m,
\]

and (2.1) can written \( \dot{\xi} = \mu(\xi)\mathcal{L}\xi \).

**Definition 2.2 (Definition of \( G \)).** Let us now index \( \mathbb{R}^{2M+1} \) by \((k,m)\) with \( k = 0, 1, m = 1, \ldots, M, \) plus a state that we denote as \( Q \). Define the matrix \( \mathcal{M} \) whose components are given by

\[
\mathcal{M}_{z,z'} = \begin{cases} 
-1, & z = (0, m), z' = (0, m), \\
1, & z = (0, m), z' = (1, m), \\
1, & z = (1, m), z' = Q, \\
0, & \text{else}.
\end{cases}
\]

Define \( P_z \) as projection onto the \( z \)th coordinate, and

\[
s^\beta(\xi) = \inf_{s>0} \{ s \left| P_Q( e^{s\mathcal{M}} \xi) = s \right. \}
\]

and then define \( G^{\alpha,\beta}(\xi) \) componentwise by

\[
P_{(1,m)}(G^{\alpha,\beta}(\xi)) = P_{(1,m)}(e^{s^\beta(\xi)\mathcal{M}} \xi),
\]

\[
P_{(0,m)}(G^{\alpha,\beta}(\xi)) = \alpha_m - P_{(1,m)}(G^{\alpha,\beta}(\xi)).
\]
Definition 2.3 (Definition of full system). We combine the above to define a hybrid system for all \( t > 0 \). In short, the system uses flow given by \( L \) on the domain \( D_L^{\alpha,\beta} \), and if the system ever enters the domain \( D_G^{\alpha,\beta} \), it immediately applies the map \( G \).

More specifically: fix \( \rho, \beta \). Define the flow map \( \varphi(x,t) \) by

\[
\frac{d}{dt} \varphi(\xi,t) = \mu(\xi)L\xi, \quad \varphi(\xi,0) = \xi.
\]

Assume \( \xi(0) \in D_L^{\alpha,\beta} \), and let

\[
\tau_1 = \inf\{\varphi(\xi(0),t) \in D_G^{\alpha,\beta}\}.
\]

We then define

\[
\xi(t) = \varphi(\xi(0),t) \text{ for } t \in [0, \tau_1), \quad \xi(\tau_1) = G(\varphi(\xi(0),\tau_1)).
\]

(Of course, it is possible that \( \tau_1 = \infty \), in which case we have defined the system for all positive time, otherwise we proceed recursively.) Now, given \( \tau_n < \infty \) and \( \xi(\tau_n) \in D_L^{\alpha,\beta} \), define

\[
\tau_{n+1} = \inf\{\varphi(\xi(\tau_n),t - \tau_n) \in D_G^{\alpha,\beta}\},
\]

and

\[
\xi(t) = \varphi(\xi(\tau_n),t - \tau_n) \text{ for } t \in [\tau_n, \tau_{n+1}), \quad \xi(\tau_{n+1}) = G(\varphi(\xi(\tau_n),\tau_{n+1} - \tau_n)).
\]

If \( \tau_n = \infty \) then we define \( \tau_{n+1} = \infty \) as well. We call the times \( \tau_1, \tau_2, \ldots \) the big burst times, and we call \( s_{\alpha,\beta}(\xi(\tau_n)) \) the size of the big burst.

Remark 2.4. We note that the definition given above is well-defined and gives a unique trajectory for \( t \in [0, \infty) \) if and only if we know that \( G(\xi) \in D_L \) for any \( \xi \in D_G \). We will show below that this is the case. We will also see below that some trajectories have infinitely many big bursts, and some have finitely many—this depends both on parameters and initial conditions.

2.3. Intuition behind definition. This is no doubt a complicated description, but all of the pieces of this definition can be well-motivated. We give an intuitive description of this justification now, and make a connection to a stochastic model in Section 2.4 below.

First consider an infinite network where each parent neuron firing gives rise to an independent random number of children neurons firing, and the expected number of children per parent is \( \beta \). Then assume that when a neuron fires, we recursively compute all descendants of this initial neuron until the activity dies away. The expected number firing in the first generation is \( \beta \), and the expected number firing in the second generation is \( \beta^2 \), etc. It is clear that the expected number of neurons that fire in the entire cascade is \( \sum_{\ell=0}^{\infty} \beta^\ell = (1 - \beta)^{-1} \), if this sum converges, i.e. if \( \beta < 1 \). Let us call this \( \beta < 1 \) case subcritical. If \( \beta > 1 \), then the expected size of the cascade is infinite, and let us call this case supercritical.

Now consider the network defined above. Notice that a neuron is only primed to fire if it is excitatory, and the total proportion of excitatory neurons is \( y_1 \). Thus, when a neuron fires, the proportion of neurons that are “available” is given by \( y_1 \),
and the average number of children per parent is $\beta y_1$, and so we should consider the case $\beta y_1 < 1$ as subcritical, and the cascade size is $(1 - \beta y_1)^{-1}$. This means that the “force multiplier” of each neuron is $\mu(\xi)$ as defined above, by which we mean if an infinitesimal fraction of neurons enter the firing state, then the total size of the burst that arises should be $\mu(\xi)$ times this fraction. With $\beta$ positive but subcritical, this just “speeds up” the ODE by the multiplicative factor $\mu(\xi)$.

If the state $\xi$ is supercritical ($\beta y_1 > 1$), then the above argument implies an infinite cascade. However, notice that $y_1$ will evolve during the cascading process as neurons are drawn from the excitatory state into the firing state. To model this, we should consider a system where neurons in the queue are being processed and thrown away at rate 1, and this induces neurons to move from refractory to excitatory at rate $\beta$ times the proportion that are refractory, and from excitatory to firing at rate $\beta$ times the proportion that are excitatory. But notice the definition of $M$: this is exactly what happens as the system evolves, and we stop the system when the proportion of neurons in the queue is equal to the time that we have evolved — which is of course equivalent to saying that if we are removing neurons from the queue at constant rate 1, then it is the first time the queue is empty. Then, all of the neurons that have fired are then reset to be refractory, which is the same as saying that they are reinjected at level zero.

### 2.4. Connection to stochastic model.

We now present a stochastic neuronal network model that generalizes the one considered in [9, 10]. The model has $N$ neurons, each of which has an intrinsic firing rate $\rho_n$. Each neuron can be in one of three states: “quiescent”, “excitable”, and “firing”, which we denote as levels 0,1,2.

If there are no neurons firing, we promote the $n$th neuron in the network with rate $\rho_n$, i.e. we choose $N$ independent random times $T_n$, where $T_n$ is exponentially distributed with rate $\rho_n$, and define

$$T = \min_n T_n, \quad n^* = \arg\min_n T_n,$$

and then we promote neuron $n^*$ by one level and increment the time variable by $T$.

![Fig. 2.1](image-url)  
**Fig. 2.1.** Different behaviors of the model. We fix $M = 10$, $N = 1000$, and plot different dynamics of the model that correspond to different $p$. As we increase $p$, we see the change from asynchronous and irregular behavior to synchronous and periodic behavior.
If there are neurons firing, we compute the effect of a cascade as follows: for each neuron in the firing queue, we promote each other neuron in the network, independently, with probability \( p \). If any neurons are raised to the level of firing, we add them to the queue, and we continue this process until the firing queue is empty. Note that the probability of any neuron promoting any other neuron is the same, so it will not matter how we process the neurons in the queue (FIFO, LIFO, etc.). However, if a neuron fires in a given burst, we temporarily remove it from the population until the burst is completed, then reinsert all of the neurons that have fired back to the quiescent state. This is a type of refractoriness, in that no neuron can fire more than once in a burst.

Clearly, all of the interneuronal coupling in this model is through the parameter \( p \). The larger the value of \( p \), the more tightly coupled the system is. What has been observed for models of this type \([9, 10, 12]\) is that when \( p \) is small, the typical event size in the system is small, and the system is incoherent; conversely, when \( p \) is large, the system is synchronous and periodic (see Figure 2.1 for an example, but see other references for more detail).

We can now consider a limit as \( N \to \infty \) for this system. Choose \( M \) a natural number, and \( \alpha, p \) as defined in the system above, i.e. \( \rho_m > 0 \) for all \( m \), \( 0 < \alpha_m < 1 \) for all \( m \) and \( \sum_m \alpha_m = 1 \). For each \( N \), define a partition of \( N \) into \( M \) disjoint sets, denoted by \( A_m^{(N)} \), and require that the firing rate of every neuron in \( A_m^{(N)} \) be \( \rho_m \). As \( N \to \infty \), assume that \( |A_m^{(N)}| - \alpha_m N \) is bounded by \( 1 \) for all \( m \). (Note that \( \alpha_m N \) is not in general an integer, but we require that \( |A_m^{(N)}| \) be as close to this number as possible.)

It is not hard to see that the description defines a stochastic process with parameters \( N, \alpha, p, \) which we will denote as \( X_t^{N, \alpha, p} \) below. In the limit \( N \to \infty \), we will state the convergence theorem of the stochastic neuronal network to a mean-field limit — the proof given there will work with some technical changes.

**Theorem 2.5.** Consider any \( x \in D^\alpha \cap Q^M \). For \( N \) sufficiently large, \( Nx \) has integral components and we can define the neuronal network process \( X_t^{N, \alpha, p} \) as above, with initial condition \( X_0^{N, \alpha, p} = X \).

Choose and fix \( \epsilon, h, T > 0 \). Let \( \xi^{\alpha, p, \beta}(t) \) be the solution to the mean-field defined in Definition 2.3 with initial condition \( \xi^{\alpha, p, \beta}(0) = x \). Define the times \( \tau_1, \tau_2, \ldots \) at which the mean field jumps, and define \( b_{\min}(T) = \min\{s_k^\beta(\xi(t_k)) : \tau_k < T\} \), i.e. \( b_{\min}(T) \) is the size of the smallest big burst which occurs before time \( T \), and let \( m(T) = \arg \max_k \tau_k < T \), i.e. \( m(T) \) is the number of big bursts in \([0, T]\).

Pick any \( \gamma < b_{\min}(T) \). For the stochastic process \( X_t^{N, \alpha, p} \), denote by \( T_k^{(N)} \) the (random) times at which the \( X_t^{N, \alpha, p} \) has a burst of size larger than \( \gamma N \). Then there exists \( C_0,1(\epsilon) \in [0, \infty) \) and \( \omega(M) \geq 1/(5M) \) such that for \( N \) sufficiently large,

\[
\mathbb{P}\left( \sup_{j=1}^{m(T)} \left| T_j^{(N)} - \tau_j \right| > \epsilon \right) \leq C_0(\epsilon) Ne^{-C_1(\epsilon)\omega(M)}.
\]

Moreover, if we define \( T := ([0, T] \setminus \cup_{j=1}^{m(T)} (T_j^{(N)} - \epsilon, T_j^{(N)} + \epsilon)) \), and

\[
\varphi(t) = t - (T_j^{(N)} - \tau_j) \text{ where } j = \max\{k : \tau_k < t\},
\]

then

\[
\mathbb{P}\left( \sup_{t \in T} \left| N^{-1} X_t^{N^{k, \alpha, p}} - \xi^{\alpha, p, \beta}(\varphi(t)) \right| > \epsilon \right) \leq C_0(\epsilon) Ne^{-C_1(\epsilon)\omega(M)}.
\]

(6)
In summary, the theorem has two main conclusions about what happens if we consider a stochastic neuronal network with $N$ large. The first is that (up to some technical details) the stochastic system is a fluctuation around the mean-field system when $N$ is sufficiently large. Recalling Figure 2.1 again: we will show below that the mean-field system has an attracting fixed point for $\beta$ sufficiently small, and the incoherent dynamics for small $p$ correspond to fluctuations around this fixed point. Conversely, we show that for $\beta$ sufficiently large, the mean-field system has a limit cycle, and the periodic dynamics for large $p$ correspond to fluctuations around this limit cycle.

In Figure 2.2, we show numerically the convergence result in another way: in dark blue, we plot the mean and standard deviation of the sizes of burst in the stochastic model, and in red we plot the corresponding quantity in the mean-field model, the function $s_*(\beta)$ defined in Lemma 3.4 below. We see that they match well even for $N = 1000$.

Fig. 2.2. The meaning of the blue data: we fix a choice of $\alpha$, and $N = 1000$, then run the stochastic neuronal network described in this section. We plot the burst sizes in light blue. For $p$ large enough, we also plot the mean and standard deviations of the burst sizes for all of the bursts larger than one-tenth the size of the network. In red, we plot the deterministic burst size (as a proportion of network size) in the deterministic limit defined in Section 3.2 below (in fact, we are plotting the function $s_*(\beta)$ defined in Lemma 3.4). The result of Theorem 2.5 is that the dark blue circles lie on the red curve, and that the error bars get small, as $N \to \infty$. The numerics seem to verify this.

The guaranteed rate of convergence is subexponential due to the presence of the $\omega(M)$ power in the exponent, but note that the convergence is asymptotically faster than any polynomial. Numerical simulations done for the case of $M = 1$ were reported in [9] show that $\omega(1)$ seemed to be close to 1, and this closeness was uniform in $K$. This suggests that the lower bound is pessimistic and that the convergence may in fact be exponential. However, the lower bound given in the theorem above seems to be the best that can be achieved by the authors’ method of proof. For the details comprising a complete proof of Theorem 2.5, see [10].

3. Main theorem and analysis. The main result of this paper is to prove that for any $M$, $\alpha$, and $\rho$, then for $\beta$ sufficiently small, the system has a globally attractive fixed point, and for $\beta$ sufficiently large, the system has a globally attracting periodic
orbit.

It should be noted that the there is no clear a priori method of analyzing the stability of the model considered here. As is well known, the analysis of hybrid systems can be exceedingly complicated [3, 21]; questions just about the stability of fixed points is much more complicated than in the non-hybrid (flow or map) case, and stability of periodic orbits are more complicated still. As we see below, the state of the art technique for this kind of problem is very problem-specific; in general, one contrives to construct some sort of Lyapunov function for the system, and this is what we are able to do here.

3.1. Main result. We now state the main result of the paper.

Theorem 3.1. Choose and fix $M$, $\alpha$, $\rho$, and consider the hybrid system $\xi^{\alpha,\rho,\beta}(t)$ defined in Definition 2.3. Then:

- For $\beta < 2$ and all $M$, the system has a globally attracting fixed point $\xi_{FP}^{\alpha,\rho,\beta}$.
- For any $M \geq 1$, there exists $\beta_M \geq 2$ such that, for $\beta > \beta_M$, the hybrid system has a globally attracting limit cycle $\xi_{LC}^{\alpha,\rho,\beta}(t)$. This orbit $\xi_{LC}^{\alpha,\rho,\beta}(t)$ undergoes infinitely many big bursts. Moreover, $\limsup_{M \to \infty} \beta_M / \log(\sqrt{M}) \leq 1$.

We delay the formal proof of the main theorem until after we have stated and proved all of the auxiliary results below, but we give a sketch here.

The main analytic technique we use is a contraction mapping theorem, and we prove this in two parts. We first show that for any two initial conditions, the flow part of the system stretches the distance between them by no more than $1 + \sqrt{M}/2$ (Theorem 3.11). We then show that the map $G_\beta$ is a contraction, and, moreover, its modulus of contraction can be made as small as desired by choosing $\beta$ large enough (Theorem 3.14). The stretching modulus of one “flow, map” step of the hybrid system is the product of these two numbers, and as long as this is less than one we have a contraction. Finally, we also show that for $\beta > 2$, there exists an orbit with infinitely many big bursts (Lemma 3.7)—in fact, we show the stronger result that all initial conditions give an orbit with infinitely many big bursts. All of this together, plus compactness of the phase space, implies that this orbit is globally attracting.

We point out that several parts of the argument that seem straightforward at first glance are actually nontrivial for a few reasons.

First, consider the task of computing the growth rate for the flow part of the hybrid system. Clearly $e^{tL}$ is a contraction, since its eigenvalues are

$$\{0^M, -2\rho_1, -2\rho_2, \ldots, -2\rho_M\},$$

and the vector in the null space is unique once $\alpha$ is chosen. (We use the notation $0^M$ to denote $M$ repeated eigenvalues at 0.) However, even though the linear flow $e^{tL}$ is contracting, and clearly $|e^{tL}x - e^{tL}x'| < |x - x'|$ for any fixed $t > 0$, the difficulty is that two different initial conditions can flow for a different interval of time until the first big burst, and clearly we cannot guarantee that $e^{tL}x$ and $e^{t' L}x'$ are close at all. For example, consider the extreme case where the flow $e^{tL}x$ hits the set $D_G^\beta$ at some finite time, and the flow $e^{t' L}x'$ never does—then these trajectories can end up arbitrarily far apart, regardless of the spectrum of $L$. For both of these reasons, we cannot simply use the spectral analysis of $L$ for anything useful and have to work harder at establishing a uniform contraction bound.

Moreover, we point out another subtlety of hybrid systems, which is that the composition of two stable systems is not stable in general. In fact, establishing stability properties for hybrid systems, even when all components are stable and linear, is generally a very nontrivial problem (see, for example [20]). We get around this
by showing the subsystems are each contractions (i.e. we show that $\|\cdot\|_2$ is a strict Lyapunov function for the system), but needing to control every potential direction of stretching adds complexity to the analysis.

3.2. Intermediate results. This section lists several intermediate results that we now quickly summarize. In Lemma 3.2 we show that we can in practice ignore the scalar function $\mu(\xi)$. In Lemma 3.3, we show that the size of the big burst can be written as the root of a certain analytic function. In Lemma 3.4, we show that for fixed parameters, the size of the big burst is independent of where we enter $D_G^{\alpha,\beta}$ and derive some of the properties of the size of the big burst when parameterized by $\beta$.

**Lemma 3.2.** Recall the equation (2.1), written as
\[
\frac{d\xi}{dt} = \mu(\xi) L \xi.
\]
If we replace the scalar function $\mu(\xi)$ with any constant, this does not affect the trajectories of the hybrid system whatsoever (although it does affect the speed with which they are traced).

**Proof.** Since $\mu(\xi(t))$ is a scalar function of time, we can remove it by the time change $\tau = \mu(\xi)t$, and then we have
\[
\frac{d}{d\tau} = L \xi.
\]
Clearly this does not affect the trajectories of the hybrid system and thus will not affect any of the conclusions of Theorem 3.1. Thus w.l.o.g. we will drop $\mu$ below. \qed

Since the flow has the form
\[
\frac{d}{dt} \begin{pmatrix} x_{0,m} \\ x_{1,m} \end{pmatrix} = \rho_m \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} x_{0,m} \\ x_{1,m} \end{pmatrix},
\]
the solution is
\[
x_{1,m}(t) = \frac{\alpha_m}{2} + \frac{x_{1,m}(0) - x_{0,m}(0)}{2} e^{-2\rho_m t} = \frac{\alpha_m}{2} - \left(\frac{\alpha_m}{2} - x_{1,m}(0)\right) e^{-2\rho_m t},
\]
and of course $x_{0,m}(t) = \alpha_m - x_{1,m}(t)$.

**Lemma 3.3.** If we define
\[
\psi^\beta(x, s) = -s + \sum_{m=1}^M x_{1,m} \left(1 - e^{-s\beta}\right) + \sum_{m=1}^M x_{0,m} \left(1 - e^{-s\beta} - s\beta e^{-s\beta}\right)
\]
then
\[
s^\beta_*(x) = \inf_{s > 0} \psi^\beta(x, s).
\]

**Proof.** If $\dot{z} = \beta M z$, then writing this in coordinates gives
\[
\dot{z}_Q = \beta \sum_{m=1}^M z_{1,m}, \quad \dot{z}_{1,m} = \beta(z_{0,m} - z_{1,m}), \quad \dot{z}_{0,m} = -\beta z_{0,m}.
\]
One can compute directly that
\[ z_Q(s) = \sum_{m=1}^{M} z_{1,m}(0) (1 - e^{-s\beta}) + \sum_{m=1}^{M} z_{0,m}(0) (1 - e^{-s\beta} - s\beta e^{-s\beta}) \]
and thus \( z_Q(s) = s \) if \( \psi^\beta(z, s) = 0 \). The remainder follows from the definition of \( s_*^\beta \).

**Lemma 3.4.** \( s_*^\beta(x) \) is constant on \( \partial D_G^\alpha, \beta \), and its value depends only on \( \beta \). We write \( s_* (\beta) \) for its value on this set. \( s_* (\beta) \) is an increasing function of \( \beta \), and
\[ \lim_{\beta \to \infty} s_* (\beta) = 1. \]

**Proof.** We see from (3.3) that \( \psi^\beta(x, s) \), and thus \( s_*^\beta(x) \), depend on \( x \) only through the sums \( y_0 \) and \( y_1 \). By definition \( y_0 \) and \( y_1 \) are constant on \( \partial D_G^\alpha, \beta \), and therefore \( s_*^\beta(x) \) is as well. On \( \partial D_G^\alpha, \beta \), \( y_0 = (\beta - 1)/\beta \) and \( y_1 = 1/\beta \), so on this set we can ignore \( x \) and simplify \( \psi \) to
\[ \psi^\beta(s) = 1 - s - e^{-s\beta} - \frac{\beta - 1}{\beta}s\beta e^{-s\beta} = 1 - s - (\beta - 1)s)e^{-s\beta}. \]

It follows from this formula that
\[ \psi^\beta(0) = 0, \quad \psi^\beta(1) = -\beta e^{-\beta} < 0, \quad \frac{d\psi^\beta}{ds}(0) = 0, \quad \frac{d^2\psi^\beta}{ds^2}(0) = \beta(\beta - 2). \]
If \( \beta < 2 \), then \( \psi^\beta(s) \) is negative for some interval of \( s \) around zero, and thus \( s_* (\beta) = 0 \). If \( \beta > 2 \), then the graph \( \psi^\beta(s) \) is tangent to the \( x \)-axis at \((0, 0)\) but is concave up, and thus positive for some interval of \( s \) around zero, and therefore \( s_* (\beta) > 0 \). Since \( \psi^\beta(1) < 0 \), it is clear that \( s_* (\beta) < 1 \). Taking \( \beta \) large, we see that \( \psi^\beta(s) \approx 1 - s \), so that \( s_* (\beta) \approx 1 \) for \( \beta \) large.

Finally, thinking of \( \psi^\beta(s) \) as a function of both \( s \) and \( \beta \), we have
\[ \frac{\partial}{\partial s} \psi^\beta(s) = e^{-s\beta} \left( 1 - \beta e^\beta + \beta(\beta - 1)s \right), \quad \frac{\partial}{\partial \beta} \psi^\beta(s) = e^{-s\beta}(\beta - 1)s^2. \]

Since the second derivative of \( e^{s\beta}\partial \psi^\beta/\partial s \) is always negative, this means that \( \partial \psi^\beta/\partial s \) can have at most two roots, and one of them is at \( s = 0 \). From the fact that \( \psi^\beta(s) \) is concave up at zero, this means that the single positive root of \( \partial \psi^\beta/\partial s \) is strictly less than \( s_* (\beta) \). From this it follows that \( \partial \psi^\beta/\partial s|_{s=s_* (\beta)} > 0 \). It is clear from inspection that \( \partial \psi^\beta/\partial \beta|_{s=s_* (\beta)} > 0 \), and from this and the implicit function theorem, we have \( \partial s_* (\beta) > 0 \).

**Remark 3.5.** By definition, a big burst occurs on the set \( D_G^\alpha, \beta \), where \( y_1 \geq \beta^{-1} \). Since the flow has continuous trajectories, it must enter \( D_G^\alpha, \beta \) on the boundary \( \partial D_G^\alpha, \beta \), and note that on this set, formula (3.4) is valid.

We can further simplify the formula for \( G_\alpha, \beta \) as follows:
\[\begin{align*}
G_{0,m}^\alpha, \beta(x) &= \alpha_m - e^{-\beta s_*^\beta(x)} (\beta s_*^\beta(x)x_{0,m} + x_{1,m}), \\
G_{1,m}^\alpha, \beta(x) &= e^{-\beta s_*^\beta(x)} (\beta s_*^\beta(x)x_{0,m} + x_{1,m}).
\end{align*}\]

Note that different subpopulations are coupled only through \( s_*^\beta(x) \).
3.3. Infinitely many big bursts. In this section, we show that for $\beta > 2$, all orbits of $\xi^{\alpha,\rho,\beta}(t)$ have infinitely many big bursts.

**Lemma 3.6.**

$G^{\alpha,\beta}; D_G^{\alpha,\beta} \rightarrow D_L^{\alpha,\beta}$.

**Proof.** Let $x \in D_G^{\alpha,\beta}$, and consider the flow $\dot{z} = \beta Mz$, with $z(0) = x$. Since $dz_Q(s)/ds > 0$ and $z_Q(0) = 0$, we have that $z_Q(s) > 0$ for $s \in [0, s^*_\beta(x))$. This means that

$$\frac{d}{ds}(z_Q(s) - s) < 0,$$

or

$$1 > \frac{d}{ds}z_Q(s) = \beta \sum_{m=1}^M z_{1,m}(s).$$

From this, it follows that

$$\sum_{m=1}^M G_{1,m}^{\alpha,\beta}(x) < \frac{1}{\beta},$$

and $G^{\alpha,\beta}(x) \in D_L^{\alpha,\beta}$. \(\square\)

It is apparent that the flow (3.1) has a family of attracting fixed points given by $x_{0,m} = x_{1,m}$, and, moreover that $x_{0,m} + x_{1,m}$ is a conserved quantity under this flow. Therefore, if we assume that $x_{0,m}(t) + x_{1,m}(t) = \alpha_m$ for some $t$, then this is true for all $t$. Under this restriction, there is a unique attracting fixed point $\xi_{FP}^{\alpha,\rho,\beta}$ given by

$$\left(\xi_{FP}^{\alpha,\rho,\beta}\right)_{0,m} = \left(\xi_{FP}^{\alpha,\rho,\beta}\right)_{1,m} = \frac{\alpha_m}{2}.$$

**Lemma 3.7.** If $\beta > 2$, then $\xi_{FP}^{\alpha,\rho,\beta} \in D_G^{\alpha,\beta}$ and every initial condition gives rise to a solution with infinitely many big bursts. Moreover, the time it takes any initial condition to enter $D_G^{\alpha,\beta}$ is uniformly bounded above.

**Proof.** Notice that

$$\sum_{m=1}^M \left(\xi_{FP}^{\alpha,\rho,\beta}\right)_{1,m} = \sum_{m=1}^M \frac{\alpha_m}{2} = \frac{1}{2}.$$ 

If $\beta > 2$, this is greater than $\beta^{-1}$; every initial condition will enter $D_G^{\alpha,\beta}$ under the flow. A stronger result is true: for any fixed $\beta > 2$, and any initial condition $x \in D_L^{\alpha,\beta}$, there is a global upper bound on the amount of time the system will flow until it hits $D_G^{\alpha,\beta}$. Let $\rho_{\min} = \min_{m=1}^M \rho_m$ and note that the initial condition $x_{0,m}(0) \leq \alpha_m$ for all $m$. Then $x_{0,m}(t) = \alpha_m e^{-\rho_{\min} t}$, and we have

$$\sum_{m=1}^M x_{0,m}(t) \leq \sum_{m=1}^M \alpha_m e^{-\rho_{\min} t} \leq \sum_{m=1}^M \alpha_m e^{-\rho_{\min} t} = e^{-\rho_{\min} t},$$

so that at some time less than $t = \rho_{\min}^{-1} \log(\beta/(\beta - 1))$, we have $y_0 = 1 - \beta^{-1}$ and thus $y_1 = \beta^{-1}$. By existence-uniqueness and using the fact that different $m$ modes are decoupled in the flow, any other initial condition must reach this threshold at least as quickly. Since the only way for the hybrid system to have finitely many big bursts is that it stay in the flow mode for an infinite time, we are done. \(\square\)
$\tau$, define big bursts. Together, this will prove the lemma.

\begin{equation}
F^\alpha := \left\{ x \in D^\alpha : x_{1,m} < \frac{\alpha_m}{2} \text{ for all } m \right\}.
\end{equation}

**Lemma 3.9.** For any $\beta > 2$, there exists $n_\ast(\beta)$ such that for any $\rho > 0$, and any solution of the hybrid system $\xi^{\alpha,\rho,\beta}(t)$ with initial condition $\xi^{\alpha,\rho,\beta}(0) \in D_L^{\alpha,\beta}$, we have $\xi^{\alpha,\rho,\beta}(t) \in F^\alpha$ for all $t > \tau_{\ast,\beta}$.

**Remark 3.10.** In short, this lemma says that any initial condition will remain in $F^\alpha$ after a finite number of big bursts, and this number depends only on $\beta$.

Proof. We will break this proof up into two steps: first, we will show that $F^\alpha$ is absorbing; second, we will show that every initial condition will enter it after $n_\ast(\beta)$ big bursts. Together, this will prove the lemma.

First assume that $\xi^{\alpha,\rho,\beta}(t) \in F^\alpha$, and let $\tau_n$ be the time of the next big burst after $t$. From (3.2), the $(1,m)$ coordinate cannot cross $\alpha_m/2$ under the flow, so $\xi^{\alpha,\rho,\beta}(\tau_n -) \in F^\alpha$. Let us denote $x = \xi^{\alpha,\rho,\beta}(\tau_n -)$, and, recalling (3.5), we have

\begin{equation}
G_{1,m}^{\alpha,\beta}(x) = e^{-\beta s_1^\alpha}(x)(\beta s_1^\alpha(x)x_{0,m} + x_{1,m}).
\end{equation}

This is a linear combination of $x_{0,m} \in [\alpha_m/2, \alpha_m]$ and $x_{1,m} \in [0, \alpha_m/2]$, so we need only check the extremes. If we take $x_{0,m} = \alpha_m$ and $x_{1,m} = 0$, then we have $G_{1,m}^{\alpha,\beta}(x) = ze^{-z}\alpha_m$ for some $z > 0$, and $\sup_{z > 0} ze^{-z} = 1/e$. Considering the other extreme gives $G_{1,m}^{\alpha,\beta}(x) = (z + 1)e^{-z}\alpha_m/2$, and $\sup_{z > 0}(z + 1)e^{-z} = 1$. In either case, we have $G_{1,m}^{\alpha,\beta}(x) < \alpha_m/2$ and we see that $F^\alpha$ is absorbing.

Now assume that $\xi^{\alpha,\rho,\beta}(0) \notin F^\alpha$. Since $\beta > 2$, it follows from Lemma 3.7 that $\xi^{\alpha,\rho,\beta}(t)$ has infinitely many big bursts. Let $x = \xi^{\alpha,\rho,\beta}(\tau_n -)$, noting by definition that $x \in \partial D_{G}^{\alpha,\beta}$. Using (3.6) and $x_{1,m} > \alpha_m/2$, $x_{0,m} < x_{1,m}$,

\begin{equation}
G_{1,m}^{\alpha,\beta}(x) < e^{-\beta s_1^\alpha}(x)(\beta s_1^\alpha(x) + 1)x_{1,m}.
\end{equation}

By Lemma 3.4 and again recalling that $(z + 1)e^{-z} < 1$ for all $z > 0$, this means that there is an $h(\beta) \in (0,1)$ with

$$\xi^{\alpha,\rho,\beta}_{1,m}(\tau_n) < h(\beta) \cdot x_{1,m}.$$  

If $h(\beta)x_{1,m} < \alpha_m/2$, then we are done. If not, notice that the flow generated by $L$ will make the $(1,m)$ coordinate decrease, so it is clear that if $\xi^{\alpha,\rho,\beta}_{1,m}(t) \notin F^\alpha$ for all $t \in [0, \tau_n)$, then by induction $\xi^{\alpha,\rho,\beta}_{1,m}(\tau_n) < (h(\beta))^n\alpha_m$. Choose $n_\ast(\beta)$ so that $(h(\beta))^n(\beta) < 1/2$, and we have that $\xi^{\alpha,\rho,\beta}_{1,m}(\tau_{\ast,\beta}) < \alpha_m/2$ and thus $\xi^{\alpha,\rho,\beta}(\tau_{\ast,\beta}) \in F^\alpha$.

**Theorem 3.11.** Choose any two initial conditions $x(0), \tilde{x}(0) \in F^\alpha \cap D_L^{\alpha,\beta}$, and define $\tau, \bar{x}$ as in (2.4). Then

$$\left\| e^L x(0) - e^{\bar{x}} L \tilde{x}(0) \right\| \leq \left( 1 + \sqrt{M} \right)/2 \| x(0) - \tilde{x}(0) \|,$$

i.e. for any two initial conditions, the distance at the time of the first big burst has grown by no more than a factor of $1 + \sqrt{M}/2$.  
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Proof. Before we start, recall that the map $\epsilon^\tau \mathcal{L} x$ is nonlinear in $x$, because $\tau$ itself depends nonlinearly on $x$. Let $1_M$ be the all-ones column vector in $\mathbb{R}^M$. Let $x(0) \in D^{\alpha,\beta}_L$ and consider a perturbation $\epsilon = \{\epsilon_m\}$ with $\sum_m \epsilon_m = 0$, i.e. $\epsilon \in 1_M^T$, and define $\bar{x}(0)$ by

$$
\bar{x}_{m,1}(0) = x_{m,1}(0) + \epsilon_m, \quad \bar{x}_{m,0}(0) = x_{m,0}(0) - \epsilon_m.
$$

Define $\tau, \bar{\tau}$ as the burst times associated with these initial conditions as in (2.4), and by definition, we have

$$
\sum_{m=1}^{M} x(\tau\bar{\tau})_{1,m} = \sum_{m=1}^{M} \bar{x}(\tau\bar{\tau})_{1,m} = \frac{1}{\beta}.
$$

Writing $\bar{\tau} = \tau + \delta$ and using (3.2), we have

$$
\sum_{m=1}^{M} \left( \frac{\alpha_m}{2} - \left( \frac{\alpha_m}{2} - x_{1,m}(0) \right) \right) e^{-2\rho_m \tau} = \sum_{m=1}^{M} \left( \frac{\alpha_m}{2} - \left( \frac{\alpha_m}{2} - \bar{x}_{1,m}(0) \right) \right) e^{-2\rho_m (\tau + \delta)}.
$$

Since $\bar{x} - x = O(\epsilon)$ and $e^{-2\rho_m \delta} = (1 + O(\delta))$, we can see from this expression that the leading order terms in both $\epsilon$ and $\delta$ are of the same order. Thus, Taylor expanding to first order in $\epsilon$ and $\delta$ and canceling gives a solution for $\delta$:

$$
\delta = -\frac{\sum_{\ell} \epsilon_{\ell} e^{-2\rho_{\ell} \tau}}{2 \sum_{\ell} \rho_{\ell} \left( \frac{\alpha_{\ell}}{2} - x_{1,\ell}(0) \right) e^{-2\rho_{\ell} \tau}} + O(\epsilon^2).
$$

We then have

$$
\bar{x}_{1,m}(\tau + \delta) - x_{1,m}(\tau) = \epsilon_m e^{-2\rho_m \tau} - 2\rho_m \left( \frac{\alpha_m}{2} - x_{1,m}(0) \right) \delta e^{-2\rho_m \tau} = \epsilon_m e^{-2\rho_m \tau} - \epsilon_m \sum_{\ell} \epsilon_{\ell} e^{-2\rho_{\ell} \tau} + O(\epsilon^2),
$$

where

$$
c_m = \frac{\rho_m \left( \frac{\alpha_m}{2} - x_{1,m}(0) \right) e^{-2\rho_m \tau}}{\sum_{\ell} \rho_{\ell} \left( \frac{\alpha_{\ell}}{2} - x_{1,\ell}(0) \right) e^{-2\rho_{\ell} \tau}}.
$$

Since $x(0) \in F^{\alpha}$, $c_m > 0$. It is then clear from the definition that $c_m < 1$. Writing this in matrix form in terms of $\epsilon$ gives

$$
\begin{pmatrix}
\bar{x}_{1,m}(\tau + \delta) - x_{1,m}(\tau) \\
\bar{x}_{2,m}(\tau + \delta) - x_{2,m}(\tau) \\
\vdots \\
\bar{x}_{2,M}(\tau + \delta) - x_{2,M}(\tau)
\end{pmatrix} = M_M \begin{pmatrix}
\epsilon_1 \\
\epsilon_2 \\
\vdots \\
\epsilon_N
\end{pmatrix} + O(\epsilon^2),
$$

where the matrix $M_M$ is defined as

$$
M_M = \begin{pmatrix}
e^{-2\rho_1 \tau} - c_1 e^{-2\rho_1 \tau} & -c_2 e^{-2\rho_2 \tau} & \cdots & -c_{M} e^{-2\rho_M \tau} \\
-c_2 e^{-2\rho_2 \tau} - c_1 e^{-2\rho_2 \tau} & e^{-2\rho_2 \tau} - c_2 e^{-2\rho_2 \tau} & \cdots & -c_{M} e^{-2\rho_M \tau} \\
\vdots & \vdots & \ddots & \vdots \\
-c_{M} e^{-2\rho_1 \tau} & -c_{N} e^{-2\rho_2 \tau} & \cdots & e^{-2\rho_M \tau} - c_{N} e^{-2\rho_M \tau}
\end{pmatrix},
$$
or, more compactly,

\[(M_M)_{ij} = -c_i e^{-2\rho_i \tau} + \delta_{ij} e^{-2\rho_j \tau} .\]

Thus, the map \(e^{\tau \xi} x\) has Jacobian \(M_M\). Since \(M_M\) has zero column sums, it is apparent that \(1^T M_M = 0\) and thus \(0 \in \text{Spec}(M_M)\). Since all of the nondiagonal entries of \(M_M\) are bounded above by one, the standard Gershgorin estimate implies that all of the eigenvalues of \(\sqrt{M_M^T M_M}\) lie in a disk of radius \(O(M)\) around the origin, but this is not good enough to establish our result.

We can work out a more delicate bound: by the definition of \(D^\alpha\), we need only consider zero sum perturbations, and so in fact we are concerned with \(M_M\) restricted to \(1^T\). From this and the fundamental theorem of calculus, it follows that

\[
\left\| e^{\tau \xi} x(0) - e^{\tilde{\tau} \xi} \tilde{x}(0) \right\| \leq \left\| \frac{\partial (M_M)_{1^T}}{\partial x} \right\| \left\| x(0) - \tilde{x}(0) \right\| ,
\]

where \(\cdot\|_2\) is the spectral norm of a matrix (q.v. Definition 3.12 below). Using the bound in Lemma 3.13 proves the theorem.

**Definition 3.12.** We define the **spectral norm** of a square matrix \(A\) by

\[
\|A\|_2 = \sup_{x \neq 0} \frac{\|Ax\|_2}{\|x\|_2},
\]

where \(\cdot\|_2\) is the Euclidean (\(L^2\)) norm of a vector.

The spectral norm of a matrix is equal to its largest singular value, and if the matrix is symmetric, this is the same as the largest eigenvalue. In particular, it follows from the definition that

\[
\|Ax\|_2 \leq \|A\|_2 \|x\|_2 .
\]

**Theorem 3.13.** Let \(1_M^T \subseteq \mathbb{R}^M\) denote the subspace of zero-sum vectors. Then \(M_M: 1_M^T \rightarrow 1_M^T\) since it is a zero column sum matrix, and thus the restriction is well-defined. Then

\[
\left\| \frac{\partial (M_M)_{1^T}}{\partial x} \right\| < 1 + \frac{\sqrt{M}}{2} .
\]

**Proof.** Let us denote \(I_M\) to be the \(M\)-by-\(M\) identity matrix and \(1_M\) the all-one column vector in \(\mathbb{R}^M\). We will also define the matrix \(D_M\) and vector \(d_M\) by

\[
d_M = [e^{-2\rho_1 s}, e^{-2\rho_2 s}, \ldots, e^{-2\rho_N s}]^T ,
\]

and \(D_M\) is the matrix with \(d_M\) on the diagonal, i.e. \((D_M)_{ij} = \delta_{ij} e^{-2\rho_i \tau}\).

Any vector \(v \in 1_M^T\) is in the null space of the matrix \(11^T\), and thus \((I_M - M^{-1} 1 1^T)v = v\), and \(M_M = M_M(I_M - M^{-1} 1 1^T)\) on \(1^T\), so it suffices for our result to bound the norm of \(M_M(I_M - M^{-1} 1 1^T)\).

We can factorize

\[
M_M = (I - c 1^T) D_M ,
\]

where the components of \(c\) are given in 3.8. To see this, we compute

\[
((I - c 1^T) D_M)_{ij} = (D_M)_{ij} - (c 1^T D_M)_{ij} = (D_M)_{ij} - \sum_k c_k \cdot 1 \cdot \delta_{k,j} e^{-2\rho_k \tau}
\]

\[
= \delta_{ij} e^{-2\rho_i \tau} - c_i e^{-2\rho_i \tau} .
\]
Let us first write
\[ M_M = (I - c1^T)D_M = (D_M - D_M c1^T + D_M c1^T - c1^T D_M) \]
\[ = D_M (I - c1^T) + (D_M c1^T - cd^T_M), \]
where we use the relation \( 1^T D_M = d_M^T \), and then
\begin{equation}
(3.13) \quad M_M (I - M^{-1}11^T) = D_M (I - c1^T)(I - M^{-1}11^T) + (D_M c1^T - cd^T_M)(I - M^{-1}11^T). \end{equation}

We break this into two parts. Using the fact that \( 1^T 1 = M \), we have
\[ c1^T (I_M - M^{-1}11^T) = I_M c1^T - M^{-1} c1^T 11^T = c1^T - c1^T = 0, \]
and thus the first term can be simplified to
\begin{equation}
(3.14) \quad D_M (I - c1^T)(I - M^{-1}11^T) = D_M (I - M^{-1}11^T) - D_M (c1^T)(I_M - M^{-1}11^T) = D_M (I - M^{-1}11^T). \end{equation}

Since the matrix \( M^{-1}11^T \) is an orthogonal projection matrix with norm 1 and rank 1, it follows that \( I_M - M^{-1}11^T \) is also a projection matrix with norm 1 and rank \( M - 1 \). By Cauchy-Schwarz, the norm can be bounded by
\begin{equation}
(3.15) \quad \| D_M (I - M^{-1}11^T) \|_2 \leq \| D_M \|_2 \| I_M - M^{-1}11^T \|_2 = \| D_M \|_2 < 1. \end{equation}
(The last inequality follows from the fact that \( D_M \) is diagonal and all entries are less than one in magnitude.)

For the second term in Equation (3.13) and noting that \( d^T 1 = \sum_m d_m \), we obtain
\[ (D_M c1^T - cd^T)(I - M^{-1}11^T) \]
\[ = D_M c1^T - cd^T - D_M c1^T + \frac{d^T 1}{M} c1^T = c \left( \frac{\sum_m d_m}{M} 1 - d \right)^T. \]
This outer product is of rank 1, and thus it has exactly one non-zero singular value; this singular value is the product of the \( L^2 \) norms of the two vectors, and therefore
\[ \| (D_M c1^T - cd^T)(I_M - M^{-1}11^T) \|_2 = \| c \|_2 \left\| d - \frac{\sum_m d_m}{M} 1 \right\|_2 < 1 \cdot \frac{\sqrt{M}}{2}. \]

Using Equation (3.13), and the triangle inequality gives the result. \( \square \)

### 3.5. Contraction of the big burst map

In this section, we demonstrate that \( G^{\alpha, \beta} \) is a contraction for \( \beta \) large enough, and, moreover, that one can make the contraction modulus as small as desired by choosing \( \beta \) sufficiently large.

**Theorem 3.14.** For any \( M \geq 1 \) and \( \delta > 0 \), there is a \( \beta_1 (M, \delta) \) such that for all \( \beta > \beta_1 (M, \delta) \) and \( x, \bar{x} \in \partial D_{G^{\alpha, \beta}} \),
\[ \| G^{\alpha, \beta} (x) - G^{\alpha, \beta} (\bar{x}) \| \leq \delta \| x - \bar{x} \|. \]

In particular, by choosing \( \beta \) sufficiently large, we can make this map have as small a modulus of contraction as required.
Proof. Let us define the vector $\epsilon$ by

$$\epsilon_m = \bar{x}_m - x_m.$$  

Since $x, \bar{x}$ are both in $\partial D^\alpha_{\beta G}$, $\epsilon \perp 1$. It follows from (3.3) that $\nabla \epsilon \psi^\beta(s, x) = 0$. Recall from (3.5) that $G^\alpha_{\beta 1, m}(x) = e^{-\beta s^\beta(x)}(\beta s^\beta(x) x_{0, m} - x_{1, m})$, and thus

$$\nabla \epsilon G^\alpha_{\beta 1, m}(x) = -e^{-\beta s^\beta(x)}(\beta s^\beta(x) + 1)1.$$  

Note that Lemma 3.4 implies that $\beta s^\beta(x) \to \infty$ as $\beta \to \infty$ for any $x$. If we define the function $g(z) = e^{-z}(1 + z)$, then it is easy to see that

$$0 < g(z) < 1 \text{ for } z \in (0, \infty), \lim_{z \to \infty} g(z).$$

From this and the fundamental theorem of calculus, the result follows. 

3.6. Proof of Main Theorem. Finally, to prove the theorem, we will show that, under sufficient conditions on $\beta$, the composition of the map and the flow is eventually a strict contraction for any initial condition. 

Definition 3.15. 
We define

$$H^\alpha_{\rho \beta} : D^\alpha_{\beta} \to D^\alpha_{\beta}$$

where $\tau$ is the first hitting time defined in (2.4). 

Proof of Theorem 3.1. If we consider any solution of the hybrid system $\xi^{2, \alpha, \rho \beta}(t)$ that has infinitely many big bursts, then it is clear from chasing definitions that

$$\xi^{\alpha, \beta}(\tau_n) = (H^\alpha_{\rho \beta})^n \xi^{\alpha, \beta}(0).$$

$H^\alpha_{\rho \beta}$ is the composition of two maps, one coming from a stopped flow and the other coming from the map $G$. It follows from Theorem 3.11 that the modulus of contraction of the stopped flow is no more than $1 + \sqrt{M/2}$ on the set $F^\alpha$ whenever $\beta > 2$. It follows from Theorem 3.14 that we can make the modulus of the second flow less than $\delta$ by choosing $\beta > \beta_1(M, \delta)$. Let us define

$$\beta_M := \beta_1 \left( M, \frac{1}{1 + \sqrt{M/2}} \right).$$
and then by composition it follows that \( H^{\alpha,\rho,\beta} \) is a strict contraction on \( F^{\alpha} \). From Lemma 3.9, it follows that \( D_{\mathcal{L}}^{\alpha,\beta} \) is mapped into \( F^{\alpha} \) in a finite number of iterations, so that \( H^{\alpha,\rho,\beta} \) is eventually strictly contracting on \( D_{\mathcal{L}}^{\alpha,\beta} \), and therefore \( H^{\alpha,\rho,\beta} \) has a globally attracting fixed point, which means that the hybrid system has a globally attracting limit cycle.

Finally, we want to understand the asymptotics as \( M \to \infty \). Choose any \( 0 < \gamma_1, \gamma_2 < 1 \). By Lemma 3.4, \( \beta s_*(\beta) > \gamma_1 \beta \) for \( \beta \) sufficiently large, and it is clear that \( e^{-z}(z+1) < e^{-\gamma_2 z} \) for \( z \) sufficiently large. From this it follows that for \( \beta \) sufficiently large,

\[
e^{-\beta s_*(\beta)}(\beta s_*(\beta) + 1) < e^{-\gamma_1 \gamma_2 \beta}.
\]

From this we have that \( \beta_M < \ln(1 + \sqrt{M}/2)/\gamma_1 \gamma_2 \) and the result follows.

We have shown that \( \beta_M \) is finite and determined its asymptotic scaling as \( M \to \infty \). It was shown in [10] that \( \beta_1 = 2 \), and we can now show that this is the case as well for \( M = 2 \), i.e.

**Proposition 3.16.** The computations in the proof of Theorem 3.1 imply that \( \beta_2 \) is, at most, the largest solution of the equation \( e^{-\beta s_*(\beta)}(\beta s_*(\beta) + 1) < 2/3 \). Numerical approximation of this root gives \( \beta \approx 2.48 \). However, in fact, \( \beta_2 = 2 \).

*Proof.*

In \( \mathbb{R}^2 \), \( 1^\perp \) is a one-dimensional space spanned by \((1, -1)^\top\), and thus we need only compute the eigenvalue associated with this vector. If we define \( v = M_2 \cdot (1, -1)^\top \) and show \(|v_1 - v_2| < 2\), then we have established the result. When \( M = 2 \), we can write (3.10) as

\[
(3.16) \quad M_2 = \begin{pmatrix}
e^{-2\rho_1 \tau} - c_1 e^{-2\rho_1 \tau} & -c_1 e^{-2\rho_2 \tau} \\
-c_2 e^{-2\rho_1 \tau} & e^{-2\rho_2 \tau} - c_2 e^{-2\rho_2 \tau}
\end{pmatrix},
\]

and thus

\[
v = \begin{pmatrix}
e^{-2\rho_1 \tau} - c_1 e^{-2\rho_1 \tau} + c_1 e^{-2\rho_2 \tau} \\
-c_2 e^{-2\rho_1 \tau} - e^{-2\rho_2 \tau} + c_2 e^{-2\rho_2 \tau}
\end{pmatrix}.
\]

Thus

\[
v_1 - v_2 = e^{-2\rho_1 \tau}(1 - c_1 + c_2) + e^{-2\rho_2 \tau}(1 + c_1 - c_2).
\]

Using \( c_1 + c_2 = 1 \), this simplifies to

\[
v_1 - v_2 = 2c_2 e^{-2\rho_1 \tau} + 2c_1 e^{-2\rho_2 \tau}.
\]

Since it is clear that \( v_1 - v_2 > 0 \), we need to show that \( v_1 - v_2 < 2 \), or

\[
2c_1 e^{2\rho_1 \tau} + 2c_2 e^{2\rho_2 \tau} < 2e^{(\rho_1 + \rho_2)\tau}.
\]

Writing \( A = \rho_1(\alpha_1/2 - x_{1,1}(0)), B = \rho_2(\alpha_2/2 - x_{1,2}(0)) \), this becomes

\[
(3.17) \quad \frac{A + B}{Ae^{2\rho_2 \tau} + Be^{2\rho_1 \tau}} < 1,
\]

but this must be satisfied, since \( e^{2\rho_1 \tau}, e^{2\rho_2 \tau} > 1 \).

**Remark 3.17.** We conjecture from numerical evidence (cf. Figure 4.3) that, in fact, \( \beta_M = 2 \) for all \( M \).
4. Numerical simulations. In this section, we present some numerical simulations; we verify the existence of the unique attractor whose existence is proven above and give evidence for the conjecture that $\beta_M = 2$ for all $M$.

We first numerically solve the hybrid ODE-mapping system, with $M = 3$ and random $\alpha_i, \rho_i$. The ODE portion of the hybrid system can be solved explicitly, and we use MATLAB’s `fsolve` to determine the hitting times $\tau_i$. We plot the trace of the system for $\beta = 2.1, \beta = 2.5$ for a single initial condition in Figure 4.1. We observe that each neuron population is attracted to a periodic orbit after several bursts.

![Plots of the hybrid ODE-mapping system numerical simulation results with $\beta = 2.1$ (left) and $\beta = 2.5$ (right). Both of them are with three neuron populations. The neuron portions at energy level 1 over simulation time are shown in the plots.](image1)

Fig. 4.1. Plots of the hybrid ODE-mapping system numerical simulation results with $\beta = 2.1$ (left) and $\beta = 2.5$ (right). Both of them are with three neuron populations. The neuron portions at energy level 1 over simulation time are shown in the plots.

To further demonstrate convergence, we also plot trajectories for the same parameters for various initial conditions in Figure 4.2. We see that after three to four bursts, the trajectories converge to the same periodic orbit.

![Plots of neuron proportions after each burst iteration with $\beta = 2.1$ (left) and $\beta = 2.5$ (right). Both subfigures are for $M = 3$. For all initial conditions, the population seems to converge after about four bursts.](image2)

Fig. 4.2. Plots of neuron proportions after each burst iteration with $\beta = 2.1$ (left) and $\beta = 2.5$ (right). Both subfigures are for $M = 3$. For all initial conditions, the population seems to converge after about four bursts.

We also present some numerics verifying the conjecture in Remark 3.17, i.e. the numerical evidence in 4.3 suggests that $\beta_M = 2$ in general, or, at least, it is much less than the upper bound given in the main theorem. To check this, we choose 10,000 initial conditions uniformly random in the simplex, and verified that all initial conditions converged to the attracting limit cycle, for all $\beta > 2$. We also see that the
eigenvalues of the map $H^{\alpha,\rho,\beta}$ have a complicated dependence on $\beta$: there seem to be regions where this map has negative eigenvalues and some where it does not, which can be detected by whether we converge monotonically to the limit cycle or not. But it seems to always converge for any $\beta > 2$.

Fig. 4.3. Proportions of initial conditions that converge monotonically, converge non-monotonically, or do not converge, for $M = 5$ and $M = 10$ subpopulations. The parameters $\alpha$ and $\rho$ are chosen at random and fixed. For each $\beta$, we choose 10,000 initial conditions uniformly in the simplex, and determine which proportion falls into each of three categories: monotone convergent, non-monotone convergent and non-convergent. We vary $\beta$ from 2.005 to 2.5. We see that all initial conditions converge, but the monotonicity of the convergence depends on $\beta$.

5. Conclusion. We generalized the mean-field model derived in of [9,10] to the case of multiple subpopulations with different intrinsic firing rates. We analyzed the limiting mean field in the case where each neuron has at most two inactive states, and proved that for sufficiently large coupling parameters, the mean-field limit has a globally attracting limit cycle.

We point out a few similar results in the literature. A similar three-state model was considered in [25, 29, 30] where the number of neurons in the analogous firing state affected the firing rates of all of the neurons in the system. The mean-field model derived there was a delay system instead of a hybrid system, but that model also exhibited the coexistence of an attracting periodic orbit and an attracting limit cycle, similar to the case considered here. In a different direction, the complete characterization of the dynamics of a network of interacting theta neurons was studied in [23]. Again, this model exhibits the coexistence of macroscopic limit cycles and fixed points, and the bifurcation structure discovered there was more complex, but similar to the only found here (cf. Figure (8b) of [23] and Figure 2.2 of the current paper). The model considered here is at first glance quite different from these other two models, in that it explicitly incorporates cascades directly in the dynamics; interestingly, it shows many of the same macroscopic phenomena.
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