1 Existence of minimizers in $\mathbb{R}$

We are going to be transitioning into minimization, not over $\mathbb{R}$ or $\mathbb{R}^n$, but over some other set $D$ that’s a subset of one of these. One thing we would like to know: for which sets $D$ is it guaranteed that a function $f : D \to \mathbb{R}$ has a global minimizer or global maximizer?

We’ll look at examples where $D \subseteq \mathbb{R}$, first. There are essentially two reasons why a (continuous) function can fail to have a global minimizer or maximizer.

1.1 The domain $D$ is unbounded

The first reason is $D$ might go off to positive or negative infinity. The function $f(x) = e^x$, with $D = \mathbb{R}$, is a good illustration:

There is no global maximizer because $f(x) \to \infty$ as $x \to \infty$: we can make the function arbitrarily large by making $x$ sufficiently large, and there is no limit to how large $x$ can get.

There is no global minimizer for a similar reason. Sure, we can’t make $f(x)$ arbitrarily small. However, we can make $f(x)$ arbitrarily close to 0 by taking a sufficiently large negative $x$. We can never reach this minimum value of 0, so there is no global minimizer: no matter how close to 0 the value of $f(x)$ gets, it can always get closer.

1.2 The domain $D$ is missing a boundary point

The second reason is that $D$ might be missing the point at which a minimizer or maximizer “ought to” occur. A good example of this is the function $f(x) = \frac{1}{x}$ when $D = (0, 1)$:

---
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There is no global maximizer because $f(x) \to \infty$ as $x \to 0$. We can make $f(x)$ arbitrarily large by making $x$ sufficiently close to 0. The function $f(x)$ wouldn’t be defined at 0, but that’s not a problem, since 0 isn’t in the domain $D$ anyway.

There is no global minimizer because the global minimizer “should” be at the point $(1,1)$, but 1 is not in the domain $D$. We can make $f(x)$ arbitrarily close to 1 by making $x$ sufficiently close to 1, but we can never reach 1 (and no matter how close we get, it’s always possible to get closer).

2 Closed and bounded sets

It is not obvious, but:

- These are the only two ways that a function can fail to have a global minimizer or maximizer.
- Generalizing the two bad properties, the same thing is true for $D \subseteq \mathbb{R}^n$.

A subset $D \subseteq \mathbb{R}^n$ is called unbounded if it “goes off to infinity”, and bounded\(^2\) otherwise. Formally, we say that $D \subseteq \mathbb{R}^n$ is bounded if there is some (sufficiently large) radius $R > 0$ such that

$$D \subseteq B(0,R) = \{ x \in \mathbb{R}^n : \|x\| < R \}.$$  

If we have a function $f : D \to \mathbb{R}$ and $D$ is unbounded, it’s possible for it to fail to have a global minimizer or global maximizer for the same reason that $e^x$ doesn’t have them.

To generalize the second bad property, we need to define open sets and closed sets. There is some flexibility in the definitions here. In your textbook, open and closed sets are defined as follows:

- A set $D \subseteq \mathbb{R}^n$ is open if all its points are interior points: for any $x \in D$, there is some sufficiently small $r > 0$ such that the ball $B(x,r)$ is contained in $D$.

- A set $D \subseteq \mathbb{R}^n$ is closed if it contains all its limit points: whenever we have a sequence $x^{(0)}, x^{(1)}, x^{(2)}, \ldots \in D$ such that $x^{(n)} \to x^*$ as $n \to \infty$, $x^*$ is also contained in $D$.

These are very different-looking definitions. However, we can show that they are complementary: A set $D \subseteq \mathbb{R}^n$ is open if and only if its complement $\mathbb{R}^n \setminus D$ is closed. In fact, it’s common to take this as the definition of a closed set: to define $D \subseteq \mathbb{R}^n$ as closed whenever $\mathbb{R}^n \setminus D$ is open.

Don’t be misled by terminology: it’s possible (and common) for a set to be neither open nor closed.

\(^2\)Despite the slightly unfortunate terminology, the words “bounded” and “unbounded” have nothing to do with the boundary of a set; we have separate terminology for boundaries.
For example, if $D = [0, 1) = \{ x \in \mathbb{R} : 0 \leq x < 1 \}$, then

- $D$ is not open: if we take $x = 0$, then $x \in D$, but there is no $r > 0$ such that the ball $B(x, r) = (-r, r)$ is a subset of $D$.

- $D$ is not closed: if we take the sequence $\frac{1}{2}, \frac{2}{3}, \frac{3}{4}, \ldots, 1 - \frac{1}{n}, \ldots$, then every element of the sequence is in $D$, but the limit (which is 1) is not.

It’s also possible, but unusual, for a set to be both open and closed. The empty set $\emptyset$ is open and closed, because both properties are satisfied trivially: there are no cases to check. All of $\mathbb{R}^n$ is also both open and closed. These are the only two examples.

Closed sets and open sets have a lot to do with strict and non-strict inequalities. For example, the open ball

$$B(x, r) = \{ y \in \mathbb{R}^n : \| x - y \| < r \}$$

is an open set, while the closed ball

$$\overline{B}(x, r) = \{ y \in \mathbb{R}^n : \| x - y \| \leq r \}$$

is a closed set. In general, a set of the form

$$\{ x \in \mathbb{R}^n : f_1(x) < b_1, f_2(x) < b_2, \ldots, f_m(x) < b_m \}$$

will be open, provided that $f_1, \ldots, f_m$ are continuous functions. A set of the form

$$\{ x \in \mathbb{R}^n : f_1(x) \leq b_1, f_2(x) \leq b_2, \ldots, f_m(x) \leq b_m \}$$

will be closed if $f_1, \ldots, f_m$ are continuous. Not all open and closed sets have a nice, natural description of this form. But many of the ones we actually do, and it’s a good way to get intuition for which sets are open and which are closed.

For now, the reason to introduce open and closed sets is for the following theorem (which we will not prove yet):

**Theorem 2.1.** Let $D \subseteq \mathbb{R}^n$, $D \neq \emptyset$, be a closed and bounded set, and let $f : D \to \mathbb{R}$ be a continuous function. Then $f$ has a global minimizer and a global maximizer on $D$.

### 3 Coercive functions

Using this theorem, we can define a fairly large class of functions which are guaranteed to have local minimizers—even on all of $\mathbb{R}^n$.

First of all: define a sublevel set of a function $f : \mathbb{R}^n \to \mathbb{R}$ (at a level $c \in \mathbb{R}$) to be the set

$$L_c^-(f) := \{ x \in \mathbb{R}^n : f(x) \leq c \}.$$

That is, $L_c^-(f)$ is the set of points where $f$ is at most $c$. (If you imagine pouring water over the graph of $f$ such that the surface of the water is at height $c$, then $L_c^-(f)$ is the set of points that end up underwater.)
A **coercive function** is a continuous function \( f : \mathbb{R}^n \to \mathbb{R} \) such that for all \( c \in \mathbb{R} \), the sublevel set \( L_c^{-}(f) \) is bounded.\(^3\) That is, for any value of \( c \), there is only a bounded region where \( f \) can be that small; outside that bounded region, \( f \) is large.

**Theorem 3.1.** *Every coercive function \( f : \mathbb{R}^n \to \mathbb{R} \) has a global minimizer.*

*Proof.* Let \( c = f(0) \), and let \( D \) be the sublevel set \( L_c^{-}(f) \).

By definition of coercive function, the set \( D \) is bounded. Since it’s defined by a single \( \leq \) inequality for a continuous function, \( D \) is also closed. Finally, \( D \neq \emptyset \): we know \( 0 \in D \). Therefore every continuous function \( f \) has a global minimizer on \( D \).

In particular, the function \( f \) restricted to the domain \( D \) has a global minimizer \( x^* \in D \).

The point \( x^* \) must satisfy \( f(x^*) \leq c \), because \( x^* \) is contained in the sublevel set \( L_c^{-}(f) \), and that is the condition defining the sublevel set. So for any \( x \not\in L_c^{-}(f) \), we have

\[
f(x) > c \geq f(x^*).
\]

This means that \( x^* \) is not only better than every point in \( D \): it is also better than every point outside \( D \). Therefore it is a global minimizer not just over \( D \), but over all of \( \mathbb{R}^n \). \( \square \)

This theorem is very useful as we develop more of an idea of which functions are coercive. If we know that a function \( f \) must have a global minimizer, we can avoid using the Hessian matrix of \( f \) to test its critical points. Instead, just evaluate \( f \) at all of its critical points. The global minimizer must be one of them: the one that has the least value of \( f \).

We’ll see more examples of coercive functions later in this course. For now, here are some very simple cases:

- A function \( f : \mathbb{R} \to \mathbb{R} \) is coercive if and only if
  \[
  \lim_{x \to \infty} f(x) = \lim_{x \to -\infty} f(x) = +\infty.
  \]

  The sublevel definition of a coercive function is in this case a restatement of what it means for the limit of a function to be infinite.

- If we can write \( f : \mathbb{R}^n \to \mathbb{R} \) as
  \[
  f(x) = f_1(x_1) + f_2(x_2) + \cdots + f_n(x_n)
  \]
  and \( f_1, f_2, \ldots, f_n \) are all coercive, then \( f \) is coercive.

  Intuitively, if any \( |x_i| \) is very large, then \( f_i(x_i) \) will be very large, and the other \( f_j \) will not be able to compensate. So the only way to get a small value of \( f \) is for \( |x_i| \) to be small for all \( i \), which means that \( f \)’s sublevel sets are bounded.

But there are also functions (such as one you’ll see on your homework) which are coercive even though they can’t be separated into 1-variable coercive functions. Those are the more interesting cases.\...

\(^3\)The textbook gives a very differently-phrased definition that’s equivalent. I’m hoping that this definition will be less confusing.