
ON COMMON VALUES OF φ(n) AND σ(m), I

KEVIN FORD AND PAUL POLLACK

Abstract. We show, conditional on a uniform version of the prime k-tuples conjecture,
that there are x/(log x)1+o(1) numbers not exceeding x common to the ranges of φ and σ.
Here φ is Euler’s totient function and σ is the sum-of-divisors function.

1. Introduction

For each positive-integer valued arithmetic function f , let Vf ⊂ N denote the image of f ,
and put Vf (x) := Vf ∩ [1, x] and Vf (x) := #Vf (x). In this paper we are primarily concerned
with the cases when f = φ, the Euler totient function, and when f = σ, the usual sum-of-
divisors function. When f = φ, the study of the counting function Vf goes back to Pillai
[14], and was subsequently taken up by Erdős [1, 2], Erdős and Hall [5, 6], Pomerance [15],
Maier and Pomerance [12], and Ford [7] (with an announcement in [8]). From the sequence
of results obtained by these authors, we mention Erdős’s asymptotic formula (from [1]) for

log
Vf (x)

x
, namely

(1) Vf (x) =
x

(log x)1+o(1)
(x→∞)

and the much more intricate determination of the precise order of magnitude by Ford,

(2) Vf (x) � x

log x
exp(C(log3 x− log4 x)2 +D log3 x− (D + 1/2− 2C) log4 x).

Here the constants C and D are defined as follows: Let

(3) F (z) :=
∞∑
n=1

anz
n, where an = (n+ 1) log(n+ 1)− n log n− 1.

Since each an > 0 and an ∼ log n as n→∞, it follows that F (z) converges to a continuous,
strictly increasing function on (0, 1), and F (z) → ∞ as z ↑ 1. Thus there is a unique real
number ρ for which

(4) F (ρ) = 1 (ρ = 0.542598586098471021959 . . .).

In addition, F ′ is strictly increasing, and F ′(ρ) = 5.697758 . . .. Then C = 1
2| log ρ| =

0.817814 . . . and D = 2C(1 + logF ′(ρ) − log(2C)) − 3/2 = 2.176968 . . .. In [7], it is also
shown that (2) holds for a wide class of φ-like functions, including f = σ. Consequently,
Vφ(x) � Vσ(x).

Erdős (see [3, 8, p. 172] or [4]) asked if it could be proved that infinitely many natural
numbers appear in both Vφ and Vσ. This question was recently answered by Ford, Luca,
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and Pomerance [9]. Writing Vφ,σ(x) for the number of common values of Vφ and Vσ up to x,
they proved that

Vφ,σ(x) > exp((log log x)c)

for some positive constant c > 0 and all large x (in [10] this is shown for all constants c > 0).
This lower bound is probably very far from the truth. A naive guess, based on (1) and the
hypothesis of independence, might be that Vφ,σ(x) = x/(log x)2+o(1). However, the analysis
of [7] indicates that elements of Vφ and Vσ share many structural features, which suggests
that perhaps Vφ,σ is larger than this naive prediction.

In this paper we show that this is indeed the case, subject to the following plausible
hypothesis:

Hypothesis UL. Suppose a1, . . . , ah are positive integers and b1, . . . , bh are integers such
that

∏
16i<j6h(aibj − ajbi) 6= 0. Assume that for some constant A > 0, we have

max
16i6h

{|ai|, |bi|} 6 xA.

Then for large x, depending on A and h, the number of natural numbers n 6 x for which
ain+ bi is prime for every 1 6 i 6 h is

�A,h C
x

(log x)h
.

Here C is the singular series associated to {ain+ bi}hi=1, defined by

C :=
∏
p

1− ν(p)/p

(1− 1/p)h
, where ν(p) := #{n mod p :

h∏
i=1

(ain+ bi) ≡ 0 (mod p)}.

This hypothesis is a quantitative form of Dickson’s prime k-tuples conjecture. The name
“Hypothesis UL” (with “L” for linear) is suggested by an analogous hypothesis proposed by
Martin [13] to study smooth values of polynomials. His “Hypothesis UH” makes a somewhat
stronger prediction in the more general context of Hypothesis H, in a similar range of uni-
formity. A very special case of Hypothesis UL, that the number of twin primes p, p+ 2 6 x
is � x/ log2 x, implies immediately that Vφ,σ(x)� x/ log2 x.

Theorem 1. Assume Hypothesis UL. Then as x→∞,

Vφ,σ(x) >
x

(log x)1+o(1)
.

The proof, which proceeds along entirely different lines than [9], has its origin in the
following simple observation: Write Rf (v) := #f−1(v) for the number of preimages of v
under the arithmetic function f . By Hölder’s inequality, we have

(5)

(∑
v6x

Rφ(v)Rσ(v)

)3

6 Vφ,σ(x)

(∑
v6x

Rφ(v)2Rσ(v)

)(∑
v6x

Rφ(v)Rσ(v)2

)
.

In particular, to prove Theorem 1, it would suffice to show that the left-hand sum is bounded
below by x/(log x)1+o(1) while the two sums appearing on the right-hand side are bounded
above by x/(log x)1+o(1). Unfortunately these estimates are not so easy to obtain. It turns
out that rather than count all preimages, as in our definition of Rf above, it is easier to obtain
analogous estimates if we count only preimages belonging to certain specially constructed
sets. The choice of these sets is motivated by the detailed structure theory of preimages
developed in [12] and [7].
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Notation. Most of our number-theoretic notation is standard. Possible exceptions include
P+(n) for the largest prime factor of n, and Ω(n, U, T ) for the total number of prime factors
p of n with U < p 6 T , counted according to multiplicity.

Big-Oh notation and the related symbols “�,” “�,” and “�” appear with their usual
meanings, including subscripts to indicate the dependence of implied constants. We use ok(1)
for a quantity that tends to zero for each fixed value of k. We also put log1 x = max{1, log x}
and we write logk for the kth iterate of log1.

2. Proof of Theorem 1

We now construct our surrogate representation functions. For a set B of natural numbers
and f an arithmetic function, let

Rf (v; B) := #{n ∈ B : f(n) = v}.
Then (5) continues to hold if we replace Rφ(v) by Rφ(v; Bφ) and Rσ(v) by Rσ(v; Bσ). We
now describe our choices of Bφ and Bσ.

It is convenient to work not with a single set Bφ, but with a family of such sets, and
similarly for Bσ. Our definition of these sets depends on a real parameter α, which we
always suppose satisfies 1/2 < α < ρ (with ρ as in (4)), on a natural number parameter k,

and on x. We define Bα,k
φ (x) as the set of natural numbers n possessing all of the following

properties:

(i) n is the product of k distinct primes and φ(n) 6 x.
(ii) If p0 > · · · > pk−1 is the decreasing list of the primes dividing n, then

v
1/12
i < P+(pi − 1) 6 pi − 1 6 vi, and vi = exp((log x)α

i

);

also, P+(pi−1) is the unique prime divisor of pi−1 exceeding v
1/12
i for 1 6 i 6 k−1.

(iii) If 1 6 j 6 i 6 k, we have∣∣Ω(pj−1 − 1, vi, vi−1)− (αi−1 − αi) log2 x
∣∣ 6 2k

√
(αi−1 − αi) log2 x.

(iv) 6 is the largest factor of pi − 1 supported on the primes 6 vk.
(v) If p | φ(n) and p > vk, then p ‖ φ(n).

We define Bα,k
σ (x) analogously, with φ replaced by σ in (i) and (v) and p − 1 replaced by

p+ 1 throughout in (ii)–(iv). If α, k, and x are all understood, we write simply Bφ and Bσ.
In order to establish Theorem 1, it is enough to prove the following two estimates:

Lemma 1. Assume Hypothesis UL. Let ε > 0. There is a real number 1/2 < α0 < ρ and a
natural number k0 with the following property: If α0 < α < ρ and k > k0, then for all large
enough x (depending on α and k),∑

v6x

Rφ(v; Bφ)Rσ(v; Bσ) >
x

(log x)1+ε
.

In other words, there are at least x/(log x)1+ε solutions (n,m) to

φ(n) = σ(m), where (n,m) ∈ Bφ ×Bσ.

Lemma 2. Let ε > 0. There is a natural number k0 with the following property: If 1/2 <
α < ρ and k > k0, then for all large enough x (depending on α and k),∑

v6x

Rφ(v; Bφ)2Rσ(v; Bσ) 6
x

(log x)1−ε .
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In other words, there are at most x/(log x)1−ε solutions (n, n′,m) to

φ(n) = φ(n′) = σ(m), where (n, n′,m) ∈ Bφ ×Bφ ×Bσ.

The same bound holds for
∑

v6xRφ(v; Bφ)Rσ(v; Bσ)2.

Note that Hypothesis UL is required for the proof of Lemma 1, while Lemma 2 is uncon-
ditional.

2.1. Technical preliminaries. We collect some technical results that will be used in the
proofs of Lemmas 1 and 2. The first concerns the distribution of prime factors in a ‘typical’
factorization of a squarefree number N .

Lemma 3. Let N be a squarefree natural number with I prime factors. Consider all iI ways
of writing N as a product of i natural numbers, say N = d1 · · · di, where the order of the
factors is taken into account. For any ∆ > 0, the number of such decompositions with

|ω(d1)− I/i| > ∆
√
I/i

is at most ∆−2iI , uniformly for ∆ > 0.

Proof. Let X = (X1, . . . , Xi), where each Xi = ω(di). Viewing X as a random vector defined
on the space of all decompositions of N into i factors, observe that X follows a multinomial
distribution. The lemma now follows from Chebyshev’s inequality, taking into account that
E[X1] = I/i and var(X1) = (I/i)(1− 1/i) 6 I/i. �

The following estimate is well-known from the study of sieve methods (see, e.g., [11,
Theorem 4.2]).

Lemma 4. Suppose a1, . . . , ah are positive integers and b1, . . . , bh are integers such that

E :=
h∏
i=1

ai
∏

16i<j6h

(aibj − ajbi) 6= 0.

Then

#{n 6 x : ain+ bi prime (1 6 i 6 h)} �h
x

(log x)h

∏
p

1− ν(p)/p

(1− 1/p)h
�h

x(log2(E + 2))h

(log x)h
,

where ν(p) is the number of solutions of the congruence
∏

(ain + bi) ≡ 0 (mod p), and the
implied constant may depend on h.

The next two lemmas concern the Poisson distribution.

Lemma 5. If z > 0 and ∆ > 0, then∑
|k−z|>∆z

zk

k!
6 ∆−2ez.

Proof. This follows immediately from Chebyshev’s inequality, once we recall that the Poisson
distribution with parameter z has mean and variance both equal to z. �

Lemma 6 (see e.g. [7, Lemma 2.1]). If z > 0 and 0 < α < 1 < β, then∑
k6αz

zk

k!
<
( e
α

)αz
and

∑
k>βz

zk

k!
<

(
e

β

)βz
.
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2.2. Proof of Lemma 1. Suppose that n = p0 · · · pk−1 and m = q0 · · · qk−1 are squarefree
numbers satisfying φ(n) = σ(m) ∈ [1, x], where the primes are ordered so that

p0 > p1 > · · · > pk−1 and q0 > q1 > · · · > qk−1.

Then

(6) (p0 − 1)(p1 − 1) · · · (pk−1 − 1) = (q0 + 1)(q1 + 1) · · · (qk−1 + 1).

We consider separately the prime factors of each shifted prime lying in each interval (vi, vi−1],

where vi = exp((log x)α
i
). For 0 6 j 6 k − 1 and 0 6 i 6 k, let

si,j :=
∏

pa‖(pj−1)
p6vi

pa, s′i,j :=
∏

pa‖(qj+1)
p6vi

pa, si :=
k−1∏
j=0

si,j =
k−1∏
j=0

s′i,j.

Also, for 0 6 j 6 k − 1 and 1 6 i 6 k, let

ti,j :=
si−1,j

si,j
, t′i,j :=

s′i−1,j

s′i,j
, ti :=

k−1∏
j=0

ti,j =
k−1∏
j=0

t′i,j.

Let

σi = {si; si,0, . . . , si,k−1; s′i,0, . . . , s
′
i,k−1},(7)

τi = {ti; ti,0, . . . , ti,k−1; t′i,0, . . . , t
′
i,k−1}.(8)

Observe that if we define multiplication of (2k + 1)-tuples component-wise, then we have

(9) σi−1 = σiτi.

Suppose we are given a collection of squarefree solutions (n,m) to (6) for which m,n 6 x.
Let Si denote the set of σi that arise from these solutions, and let Ti denote the corresponding
set of τi. For 1 6 i 6 k, let

Ui := {(σ, τ) : σ ∈ Si, τ ∈ Ti, στ ∈ Si−1}.

The given set of solutions (n,m) is in one-to-one correspondence with the set S0, since

σ0 = (φ(n); p0 − 1, . . . , pk−1 − 1, q0 + 1, q1 + 1, . . . , qk−1 + 1)

both determines the pair (n,m) and is determined by it. Also, from (9) we see that the
set S0 is completely determined once we know Sk and each of the sets Uk,Uk−1, . . . ,U1.
To construct a set of solutions, we can reverse the process, first picking a set Sk and then
successively constructing Uk, . . . ,U1. We carry out this plan, verifying that (n,m) ∈ Bφ×Bσ

for all the solutions constructed in this way.
We begin by putting Sk := {σ}, where σ := (6k; 6, . . . , 6; 6, . . . , 6).
Suppose that Si has been determined, where 2 6 i 6 k. For each σi ∈ Si, write σi in the

form (7). As part of the induction hypothesis, suppose that each σi satisfies

(10) si =
k−1∏
j=0

si,j =
k−1∏
j=0

s′i,j,

(11) max
06j6k−1

{si,j, s′i,j} 6 vi.
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Moreover, suppose also that for j = i, i+ 1, . . . , k − 1, we have

(12) pj := sj,j + 1 and qj := sj,j − 1

all prime. Clearly all of these hypotheses hold when i = k (the last condition being vacuous).
Now we construct Ui and so determine Si−1. Let t∗i range over all numbers satisfying

(a) t∗i is squarefree,

(b) every prime divisor of t∗i belongs to (vi, v
1

12 log2 x

i−1 ],
(c) t∗i has exactly Ni := bi(αi−1 − αi) log2 xc prime divisors,

and suppose that the variables ti,0, . . . , ti,i−2, t
′
i,0, . . . , t

′
i,i−2, ui, u

′
i range over all (ordered) dual

factorizations of t∗i of the shape

(13) t∗i = ti,0 . . . ti,i−2ui = t′i,0 · · · t′i,i−2u
′
i

for which each of the variables ti,j, t
′
i,j, ui, u

′
i satisfies

(14) |Ω(·, vi, vi−1)− (αi−1 − αi) log2 x| < k
√

(αi−1 − αi) log2 x.

Let Qi range over all primes in the interval

(15) v
1/12
i−1 < Qi 6 v

1/6
i−1

for which also

(16) pi−1 := si,i−1uiQi + 1 and qi−1 := s′i,i−1u
′
iQi − 1

are prime. We put ti,i−1 := uiQi, t
′
i,i−1 := u′iQi, and ti := t∗iQi (so that ti =

∏
j ti,j =

∏
j t
′
i,j)

and we add to Ui all pairs of the form (σi, τi), where

τi := (ti; ti,0, . . . , ti,i−1, 1, . . . , 1; t′i,0, . . . , t
′
i,i−1, 1, . . . , 1).

For the set Si−1 = {σiτi : (σi, τi) ∈ Ui} determined this way, our induction hypotheses
(10)-(12) continue to hold. Indeed, (10) and (12) hold by construction. To verify (11) for
i− 1 in place of i, observe that if j 6= i− 1, then

si−1,j = si,jti,j 6 vi

(
(vi−1)

1
12 log2 x

)Ω(ti,j)

< viv
1/6
i−1 < vi−1

for large x, by our induction hypothesis and the inequality Ω(ti,j) 6 Ni 6 2 log2 x. (Through-
out this proof, the meaning of “large” x is allowed to depend on α and k.) If j = i − 1,
then

si−1,j = si,jti,j 6 viuiQi 6 viv
1/6
i−1v

1/6
i−1 < vi−1.

If j > i− 1, then si−1,j = si,j, and so si−1,j 6 vi 6 vi−1. Analogous estimates hold for s′i−1,j

in place of si−1,j, giving (11).
At this stage we have determined all of Sk, . . . ,S1. It remains to construct U1 and so

determine S0. Let σ1 ∈ S1, and write σ1 in the form

σ1 = (s1; s1,0, p1 − 1, . . . , pk−1 − 1; s′1,0, q1 + 1, . . . , qk−1 + 1).

Let t′ range over all natural numbers satisfying

(a) t′ is squarefree,
(b) t′ 6 x1/3/s1,
(c) every prime dividing t′ belongs to (v1, v0],

(d) |Ω(t′, v1, v0)− (1− α) log2 x| 6 k
√

(1− α) log2 x.
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For each t′, let Q1 range over primes with

(17) x1/2 6 Q1 6
x

s1t′
for which p0 := s1,0t

′Q1 + 1, q0 := s′1,0t
′Q1 − 1 are prime.

We set t1 := t′Q1, and let U1 consist of all tuples of the form (σ1, τ1), where

τ1 := (t1; t1, 1, 1, . . . , 1; t1, 1, 1, . . . , 1).

Finally, we put S0 = {σ1τ1 : (σ1, τ1) ∈ U1}.
The remainder of the proof consists of verifying that the set S0 determined by this con-

struction is as large as claimed and that the solutions corresponding to the elements of S0

belong to Bφ×Bσ. The lower bound for #S0 will be made to depend on a lower bound for∑
σ1∈S1

1/s1. First, observe that

(18)
∑
σ1∈Sk

1

sk
=

1

6k
�k 1.

For 2 6 i 6 k, we have

(19)
∑

σi−1∈Si−1

1

si−1

=
∑
σi∈Si

1

si

∑
τi: (σi,τi)∈Ui

1

ti
=
∑
σi∈Si

1

si

∑
t∗i

h(t∗i )

t∗i

∑
Qi

1

Qi

.

Here t∗i , ti, and Qi are as the quantities appearing in the description of Ui for 2 6 i 6 k (see
(13)–(16)), and h(t∗i ) is the number of dual factorizations of t∗i of the form (13), where the
factors ui, u

′
i, ti,j, t

′
i,j all satisfy (14).

By our choice of Sk, we have that 6 divides both si,i−1 and s′i,i−1. It follows that the
singular series corresponding to the affine linear forms T, si,i−1uiT + 1, and s′i,i−1u

′
iT − 1 is

bounded away from zero (using ν(p) 6 min(p− 1, 3)). Moreover, all the coefficients of these
forms are bounded by vi−1. Hence Hypothesis UL and partial summation shows that for the
inner sum in (19),

(20)
∑
Qi

1

Qi

� 1

log2 v
1/12
i−1

� 1

(log x)2αi−1 ,

where the implied constant is absolute. Inserting this estimate in (19), we find that

(21)
∑

σi−1∈Si−1

1

si−1

� 1

(log x)2αi−1

∑
σi∈Si

1

si

∑
t∗i

h(t∗i )

t∗i
.

Recalling the definition of h(·), we see that for each t∗i ,

h(t∗i ) > #{dual i-fold factorizations of t∗i } −#{dual i-fold factorizations of t∗i failing (14)}
> i2Ni − 2iNih′(t∗i ),

where h′(t∗i ) is the number of (single) i-fold decompositions of t∗i where (at least) one of the
factors fails to satisfy (14). By Lemma 3, we have h′(t∗i ) � i(iNi/k2) 6 iNi/k, and thus
h′(t∗i ) < iNi/4, assuming (as we may) that k is sufficiently large. Hence

(22) h(t∗i ) >
1

2
i2Ni ,
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uniformly in t∗i . Moreover, by the multinomial theorem, if we put

S :=
∑

vi<p6v
1

12 log2 x
i−1

1

p
and S ′ :=

∑
vi<p6vi−1

1

p2
,

then

(23)
∑
t∗i

1

t∗i
>
SNi

Ni!
− SNi−2S ′

(Ni − 2)!
>
SNi

Ni!

(
1−O(N2

i S
′/S2)

)
>

1

2

SNi

Ni!

for large x. Combining the results of (22) and (23) with (21), we find that∑
σi−1∈Si−1

1

si−1

� 1

(log x)2αi

(i2S)Ni

Ni!

∑
σi∈Si

1

si

� 1

(log x)2αi

1√
Ni

(
ei2S

Ni

)Ni ∑
σi∈Si

1

si
.(24)

(Here we have used Stirling’s formula to estimate Ni!.) A routine computation, making use
of the estimates

S = (αi−1 − αi) log2 x+O(log3 x), Ni = i(αi−1 − αi) log2 x+O(1),

shows that as x→∞,∑
σi−1∈Si−1

1

si−1

> (log x)(αi−1−αi)(i+i log i)−2αi−1+ok(1)
∑
σi∈Si

1

si
.

Starting with (18) and then descending from i = k down to i = 2, we obtain that∑
σ1∈S1

1

s1

> (log x)
Pk

i=2((αi−1−αi)(i+i log i)−2αi−1)+ok(1).

Letting t′ and Q1 denote the quantities appearing in the definition of U1, we have from
Hypothesis UL and the above lower bound on

∑
1/s1 that

(25) #S0 =
∑
σ1∈S1

∑
τ1:(σ1,τ1)∈U1

1 =
∑
σ1∈S1

∑
t′

∑
Q1

1�
∑
σ1∈S1

∑
t′

x

s1t′ log3 x

=
x

log3 x
(log x)

Pk
i=2((αi−1−αi)(i+i log i)−2αi−1)+ok(1)

∑ 1

t′
.

(Note that max{s1,0t
′, s′1,0t

′} 6 v1t
′ 6 x1/3 and that 6 divides both s1,0 and s′1,0.) We now

estimate
∑

1/t′ from below. Let us temporarily ignore the restriction (d) on Ω(t′), and for
brevity write T = {t′ 6 x1/3/s1 : t′ squarefree, p|t′ =⇒ v1 < p 6 v0}. Then for large x,∑

t′∈T

1

t′

∏
p6v1

(
1 +

1

p

)
>

∑
t′6x1/3/s1, squarefree

1

t′
� log(x1/3/s1)� log x.

(Note that s1 6 vk1 = xok(1).) So by Mertens’ theorem,

(26)
∑
t′∈T

1

t′
� log x

log v1

= (log x)1−α.
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To obtain a corresponding lower bound incorporating (d), we show those t′ for which (d) is
violated make a negligible contribution to (26). Redefine

S :=
∑

v1<p6v0

1

p
= (1− α) log2 x+O(1),

and observe that by Lemma 5, for large x,∑
t′∈T

|Ω(t′)−(1−α) log2 x|>k
√

(1−α) log2 x

1

t′
6

∑
t′∈T

|Ω(t′)−S|> 1
2
k
√
S

1

t′

6
∑

|j−S|> k
2

√
S

Sj

j!
6

4

k2
exp(S)� 1

k2
(log x)1−α.(27)

So assuming that k is large, we have from (26) and (27) that for the final sum in (25),∑ 1

t′
� (log x)1−α.

So by (25), we have that as x→∞,

#S0 >
x

(log x)2+α−
Pk

i=2((i log i+i)(αi−1−αi)−2αi−1)+ok(1)
.

Ignoring the ok(1) term, the exponent on log x in the denominator simplifies under Abel
summation to

2−
k−1∑
i=1

aiα
i + (k log k + k)αk = 2− F (α) +O((k log k)αk).

Using (4), we can now fix α0 ∈ (1/2, ρ) with F (α0) > 1−ε/2. Then if we begin the argument
with α > α0 and k large enough (say k > k0), we find that

(28) #S0 >
x

(log x)1+ε

once x is large.
It remains to show that the elements of S0 correspond to solutions (n,m) ∈ Bφ ×Bσ to

φ(n) = σ(m). Let σ ∈ S0, and write σ in the form

σ = (s0; p0 − 1, . . . , pk−1 − 1; q0 + 1, . . . , qk−1 + 1).

We associate to σ the pair (n,m), where n := p0 · · · pk−1 and m := q0 · · · qk−1. At this point,
we know that ∏

(pi − 1) = s0 =
∏

(qj + 1),

but we cannot conclude (yet) that φ(n) = σ(m), because we have not proved that n and m
are squarefree. This is, of course, contained in showing that (n,m) ∈ Bφ ×Bσ, and so we
now turn to that proof. It will be enough to show that n ∈ Bφ, since the proof that m ∈ Bσ

is entirely analogous.
We first establish properties (i) and (ii) in the definition of Bφ. From (17), we have

p0 − 1 > P+(p0 − 1) = Q1 > x1/2 > v
1/12
0
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and (in the notation of (17))

p0 − 1 = s1,0t
′Q1 6 s1t

′Q1 6 x = v0.

Also, for 2 6 i 6 k, we have

pi−1 − 1 = si−1,i−1 6 vi−1

and, in the notation used to define U2, . . . ,Uk,

pi−1 − 1 > P+(pi−1 − 1) = Qi > v
1/12
i−1 ,

using (15). Thus, for each 1 6 i 6 k,

pi−1 − 1 > v
1/12
i−1 > vi > pi − 1,

which shows that p0 > p1 > · · · > pk−1 and so proves (i). The only statement of (ii) not

shown above is that P+(pi−1 − 1) is the unique prime divisor of pi−1 − 1 exceeding v
1/12
i−1 ,

for 2 6 i 6 k. In fact, any prime p dividing pi − 1 other than P+(pi − 1) satisfies (in the
notation of (16))

p 6 P+(si,i−1ui) 6 max{si,i−1, P
+(ui)} 6 max{vi, v

1
12 log2 x

i−1 } = v
1

12 log2 x

i−1 < v
1/12
i−1 .

So we have (ii). Property (iv) follows from the definition of Sk and the observation that
each τi has all of its components supported on primes > vi > vk. To see (v), notice that the
part of φ(n) supported on primes > vk can be written as the first component of τk · · · τ1, so
as the k-fold product

tktk−1 · · · t1.

But in our construction, the k factors appearing here are squarefree and supported on pair-
wise disjoint sets of primes. Lastly we turn to (iii): If i = 1, then also j = 1, and in the
notation used to define U1, we have

Ω(p0 − 1, v1, v0) = Ω(s1,0t
′Q1, v1, v0) = Ω(t′Q1) = 1 + Ω(t′);

the result (ii) in this case follows from (d) in the definition of t′. If 2 6 i 6 k, and j = i,
then (in the notation used to define U2, . . . ,Uk)

Ω(pj−1 − 1, vi, vi−1) = Ω(si,i−1ti,i−1, vi, vi−1)

= Ω(ti,i−1) = Ω(uiQi) = 1 + Ω(ui),

and the result follows from (14). If 2 6 i 6 k and j < i, then (in the same notation)

Ω(pj−1 − 1, vi, vi−1) = Ω(ti,j−1),

and the result again follows from (14). This completes the proof that n ∈ Bφ.
Finally, notice that distinct σ ∈ S0 induce distinct solutions (n,m), by unique factoriza-

tion. Thus, the number of solutions (n,m) to φ(n) = σ(m) which we find in this way is
precisely #S0, and the lemma follows from (28).
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2.3. Proof of Lemma 2. Suppose α, k, and x are given. Take a solution (n, n′,m) ∈
Bφ×Bφ×Bσ to φ(n) = φ(n′) = σ(m). Write n =

∏k−1
i=0 pi, n

′ =
∏k−1

i=0 p
′
i, and m =

∏k−1
i=0 qi,

where the pi, p
′
i, and qi are decreasing. Put

I = {0 6 i 6 k − 1 : pi = p′i}, so that gcd(n, n′) =
∏
i∈I

pi.

Given k, there are only Ok(1) possibilities for I, and so we may (and do) carry out all the
estimates below assuming that I is fixed. We have

(29) (p0 − 1) · · · (pk−1 − 1) = (p′0 − 1) · · · (p′k−1 − 1) = (q0 + 1) · · · (qk−1 + 1).

For each nonnegative integer i, let vi := exp((log x)α
i
). We consider separately the prime

factors of each shifted prime lying in each interval (vi, vi−1]. For 0 6 j 6 k−1 and 0 6 i 6 k,
let

si,j(n) :=
∏

pa‖pi−1
p6vi

pa, s′i,j(n) :=
∏

pa‖p′i−1
p6vi

pa, s′′i,j(n) :=
∏

pa‖qi+1
p6vi

pa,

and put

si :=
k−1∏
j=0

si,j =
k−1∏
j=0

s′i,j =
k−1∏
j=0

s′′i,j.

Also, for 0 6 j 6 k − 1, let

ti,j :=
si−1,j

si,j
, t′i,j :=

s′i−1,j

s′i,j
, t′′i,j :=

s′′i−1,j

s′′i,j
,

and put

ti :=
k−1∏
j=0

ti,j =
k−1∏
j=0

t′i,j =
k−1∏
j=0

t′′i,j.

For each solution (n, n′,m) ∈ Bφ ×Bφ ×Bσ to φ(n) = φ(n′) = σ(m), put

σi := (si; si,0, . . . , si,k−1; s′i,0, . . . , s
′
i,k−1; s′′i,0, . . . , s

′′
i,k−1),

τi := (ti; ti,0, . . . , ti,k−1; t′i,0, . . . , t
′
i,k−1; t′′i,0, . . . , t

′′
i,k−1).

Note that with multiplication of (3k+1)-tuples defined componentwise, we have σi−1 = σiτi.
Let Si denote the set of σi arising from solutions (n,m,m′) ∈ Bφ ×Bφ ×Bσ, and let Ti

denote the corresponding set of τi. The number of solutions of (29) is

#S0 =
∑
σ∈S1

∑
τ∈T1
στ∈S0

1.

To estimate this quantity, we apply an iterative procedure based on the identity

(30)
∑

σi−1∈Si−1

1

si−1

=
∑
σi∈Si

1

si

∑
τi∈Ti

σiτi∈Si−1

1

ti
.

First, fix σ1 ∈ S1. If τ1 ∈ T1 is such that σ1τ1 ∈ S0, then t1 = t1,0 = t′1,0 = t′′1,0 6 x/s1, t1
is composed of primes > v1, and all of

s1,0t1 + 1, s′1,0t1 + 1, s′′1,0t1 − 1
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are prime. Write t1 = t′1Q, where Q = P+(t1). Then Q = P+(p0 − 1) > x1/12 by property
(ii) in the definition of Bφ. Hence∑

τ1∈T1
σ1τ1∈S0

1 6
∑

t′16x/s1
p|t′1⇒p>v1

∑
x1/126Q6 x

s1t′1

1,

where the final sum is over primes Q for which s1,0t
′
1Q + 1, s′1,0t

′
1Q + 1, and s′′1,0t

′
1Q− 1 are

also prime. By Lemma 4, the inner sum over Q is

�

{
x

s1t′1(log x)4
(log2 x)4 if 0 6∈ I,

x
s1t′1(log x)3

(log2 x)3 otherwise.

Moreover, ∑
t′1

1

t′1
6

∏
v1<p6x/s1

(
1 +

1

p
+

1

p2
+ . . .

)
� log x

log v1

= (log x)1−α.

It follows that

(31)
∑
τ1∈T1
σ1τ1∈S0

1� x

s1(log x)2+α+χ(0)
(log2 x)4,

where here and below, χ denotes the characteristic function of Ic = [0, k − 1] \ I.
Now suppose that 2 6 i 6 k, σi ∈ Si, τi ∈ Ti and σiτi ∈ Si−1. Observe that

(32) ti,0 · · · ti,i−1 = t′i,0 · · · t′i,i−1 = t′′i,0 · · · t′′i,i−1 = ti.

Let Q1, Q2, and Q3 be the largest prime factors of ti,i−1, t
′
i,i−1, and t′′i,i−1, respectively, and

let b, b′, and b′′ be the corresponding cofactors. Recall that Q1, Q2, Q3 > v
1/12
i−1 by (ii) in the

definitions of Bφ and Bσ. Now fix J ⊂ {1, 2, 3} indexing the distinct Qj. Then
∏

j∈J Qj | ti.
Moreover, ti is squarefree (by property (v) in the definition of Bφ), and so each Qj divides
exactly one term from each of the three i-fold factorizations exhibited in (32). Dividing all
such terms by their corresponding factor Qj, we obtain an induced identity of the shape

(33) t̂i,0 · · · t̂i,i−1 = t̂′i,0 · · · t̂′i,i−1 = t̂′′i,0 · · · t̂′′i,i−1 =
ti∏

j∈J Qj

,

where

(34) t̂i,j = t̂′i,j for all i ∈ I ∩ [0, i− 1],

and

(35)
∣∣Ω(·, vi, vi−1)− (αi−1 − αi) log2 x

∣∣ 6 3k
√

(αi−1 − αi) log2 x

for each of the 3i factors in the triple i-fold factorization (33). Here we use (iii) from the
definitions of Bφ and Bσ. Also, the uniqueness statement in (ii) allows us to deduce that
b = t̂i,i−1, b′ = t̂i,i−1, b′′ = t̂i,i−1. Putting t = ti/

∏
j∈J Qj, we can expand

(36)
∑(J )

τi∈Ti
σiτi∈Si−1

1

ti
=
∑
t

1

t

∑
3-fold

factorizations

∑
posns. of Qj

∏
j∈J

∑
Qj

1

Qj

 .
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The superscript in the left-hand sum indicates that the sum is only taken over τi which
correspond to the index set J . The second right-hand sum is over factorizations (33) corre-
sponding to t (which necessarily satisfy (34) and (35)), and the third right-hand sum is over
the original positions in (32) of the Qj, before they were divided out to produce (33).

Now we estimate the innermost sum in (36). Observe that

pi−1 = si,i−1bQ1 + 1, p′i−1 = s′i,i−1b
′Q2 + 1, qi−1 = s′′i,i−1b

′′Q3 − 1

are all prime. For each j ∈ J , let nj be the number of distinct linear forms among these
which involve the prime Qj. Since Qj itself is also prime, the sieve (Lemma 4) implies that
the number of possibilities for Qj 6 z is � z(log2 x)nj+1/(log z)nj+1, and so∑

Qj>v1/12
i−1

1

Qj

� 1

(log vi−1)nj
(log2 x)nj+1 =

1

(log x)αi−1nj
(log2 x)nj+1.

We have
∑

j∈J nj = 2 + χ(i− 1), and so

∏
j∈J

 ∑
Qj>v1/12

i−1

1

Qj

� 1

(log x)2αi−1+αi−1χ(i−1)
(log2 x)6.

We insert this into (36). Note that the number of possible original postions of the Qj is
bounded by i2|J | 6 i6 �k 1. Thus, letting h(t) denote the number of triple i-fold factoriza-
tions of the form (33) satisfying (34) and (35), we find that

(37)
∑(J )

τi∈Ti
σiτi∈Si−1

1

ti
�k

1

(log x)2αi−1+αi−1χ(i−1)
(log2 x)6

∑
t

h(t)

t
.

For each value of t that can appear here, we have that t is squarefree, supported on primes
in (vi, vi−1], and satisfies

|Ω(t)− i(αi−1 − αi) log2 x| 6 3ki
√

(αi−1 − αi) log2 x.

(The last inequality is a consequence of (35).) For all such t, we have for N := #I∩ [0, i−1],

h(t) 6
∑

i0,...,iN
il satisfies (35) for 0 6 l 6 N
iN+1:=Ω(t)−

P
06l6N il

(
Ω(t)

i0, . . . , iN , iN+1

)
((i−N)Ω(t)−iN+1)2iΩ(t);

here the multinomial coefficient accounts for the common portion of the first two factor-
izations of (33), the factor ((i − N)Ω(t)−iN+1)2 bounds the number of possibilities for the
uncommon portion, and the factor iΩ(t) bounds the total number of possibilities for the third
factorization (which is unrestricted by (34)). A calculation with Stirling’s formula now shows
that

h(t) 6 (i2(i−N)1−N/i)Ω(t) exp(Ok(log3 x
√

log2 x)),

uniformly in t. Put

I := i(αi−1 − αi) log2 x+ 3k2
√

(αi−1 − αi) log2 x.
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Then with

S :=
∑

vi<p6vi−1

1

p
= (αi−1 − αi) log2 x+O(1),

the multinomial theorem gives us that

(38)
∑
t

h(t)

t
6 exp(Ok(log3 x

√
log2 x))

∑
j6I

(i2(i−N)1−N/i)j
Sj

j!
.

For large x, we have I < i2S 6 i2S(i−N)1−N/i, and so by Lemma 6,∑
j6I

(i2(i−N)1−N/i)j
Sj

j!
6

(
ei2(i−N)1−N/iS

I

)I
6 exp(Ok(

√
log2 x))(ei(i−N)1−N/i)I

= (log x)(αi−1−αi)(i+i log i)+(i−N) log(i−N)(αi−1−αi)+ok(1).(39)

From (37), (38), and (39), we deduce that

(40)
∑
τi∈Ti

σiτi∈Si−1

1

ti
6 (log x)(αi−1−αi)(i+i log i)−2αi−1+(i−N) log(i−N)(αi−1−αi)−χ(i−1)αi−1+ok(1);

we use here that there are only finitely many possibilities for J , so that we can drop the
superscript (J ) on the sum.

By (30), (31), and (40), we see that

#S0 6 (log x)ok(1) x

(log x)2+α−
Pk

i=2((αi−1−αi)(i+i log i)−2αi−1)

× (log x)
Pk

i=2(i−#I∩[0,i−1]) log(i−#I∩[0,i−1])(αi−1−αi)−
Pk−1

i=0 χ(i)αi ×
∑
σk∈Sk

1

sk
,

with the convention that 0 log 0 = 0. From (iv) in the definitions of Bφ and Bσ, the final
sum is 6−k 6 1. Also,

2 + α−
k∑
i=2

((αi−1 − αi)(i+ i log i)− 2αi−1) = 2−
k−1∑
i=1

aiα
i + (k log k + k)αk

= 2− F (α) +O((k log k)αk).

Since F (α) 6 F (ρ) = 1, for sufficiently large k, this last expression is at least 1 − ε/2. So
the desired upper bound on S0 follows if it is shown that

(41)
k∑
i=2

(i−#I ∩ [0, i− 1]) log(i−#I ∩ [0, i− 1])(αi−1 − αi) 6
k−1∑
i=0

χ(i)αi.

For brevity, write M(i) := i − #I ∩ [0, i − 1] = #Ic ∩ [0, i − 1]. Abel summation implies
that for the left-hand side of (41), we have

k∑
i=2

M(i) logM(i)(αi−1 − αi) 6
k−1∑
i=1

(M(i+ 1) logM(i+ 1)−M(i) logM(i))αi.
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Suppose that

1 6 i1 < i2 < · · · < iL 6 k − 1

is a list of the elements of Ic in [1, k − 1]. If 0 6∈ Ic, then

k−1∑
i=1

(M(i+ 1) logM(i+ 1)−M(i) logM(i))αi

=
L∑
l=2

(al−1 + 1)αil =
L∑
l=2

al−1α
il +

k−1∑
i=i2

χ(i)αi

6 αi1
∞∑
i=1

aiα
i +

k−1∑
i=i2

χ(i)αi 6 αi1 +
k−1∑
i=i2

χ(i)αi =
k−1∑
i=0

χ(i)αi.

If 0 ∈ Ic, then

k−1∑
i=1

(M(i+ 1) logM(i+ 1)−M(i) logM(i))αi 6
L∑
l=1

(al + 1)αil

6
L∑
i=1

alα
l +

k−1∑
i=1

χ(i)αi < 1 +
k−1∑
i=1

χ(i)αi =
k−1∑
i=0

χ(i)αi.

So (41) holds in either case.
This concludes the proof of the first half of Lemma 2. The estimate for the number of

solutions to φ(n) = σ(m) = σ(m′), where (n,m,m′) ∈ Bφ×Bσ ×Bσ, is entirely analogous.

Remarks. The term (log x)1+o(1) in Theorem 1 can be sharpened by allowing k, α to
depend on x in the above argument, or by using the fine structure theory of totients from
[7].
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