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Abstract. Consider a linear autonomous Hamiltonian system with a time-periodic bound state solution. In this paper we study the structural instability of this bound state relative to time almost periodic perturbations which are small, localized, and Hamiltonian. This class of perturbations includes those whose time dependence is periodic but encompasses a large class of those with finite (quasi-periodic) or infinitely many noncommensurate frequencies. Problems of the type considered arise in many areas of applications including ionization physics and the propagation of light in optical fibers in the presence of defects. The mechanism of instability is radiation damping due to resonant coupling of the bound state to the continuum modes by the time-dependent perturbation. This results in a transfer of energy from the discrete modes to the continuum. The rate of decay of solutions is slow and hence the decaying bound states can be viewed as metastable. These results generalize those of A. Soffer and M. I. Weinstein, who treated localized time-periodic perturbations of a particular form. In the present work, new analytical issues need to be addressed in view of (i) the presence of infinitely many frequencies which may resonate with the continuum as well as (ii) the possible accumulation of such resonances in the continuous spectrum. The theory is applied to a general class of Schrödinger operators.
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1. Introduction.

1.1. Overview. Consider a dynamical system of the form

\[ i\partial_t \phi = H_0 \phi, \]

where \( H_0 \) denotes a self-adjoint operator on a Hilbert space \( \mathcal{H} \). We further assume that \( H_0 \) has only one eigenstate \( \psi_0 \in \mathcal{H} \) with corresponding simple eigenvalue \( \lambda_0 \). Thus,

\[ b_0(t) = e^{-i\lambda_0 t} \psi_0 \]

is a time-periodic bound state solution of the dynamical system (1.1). We next introduce the perturbed dynamical system

\[ i\partial_t \phi = (H_0 + \varepsilon W(t)) \phi. \]

In this paper we prove that if the perturbation, \( \varepsilon W(t) \), is small, “generic,” and almost periodic in time, then solutions of the perturbed dynamical system (1.3) tend to zero.
as \( t \to \pm \infty \). It follows that the state, \( b_\ast (t) \), does not continue or deform to a time-periodic or even time-almost-periodic state. Thus, \( b_\ast (t) \) is structurally unstable with respect to this class of perturbations. Our methods yield a detailed description of the transient \((t \text{ large but finite})\) and long time \((t \to \pm \infty)\) behavior solutions to the initial value problem. Theorems 2.1–2.3 contain precise statements of our main results. The following picture emerges concerning time evolution (1.3) for initial data given by the bound state, \( \psi_0 \), of the unperturbed problem. Let

\[
P(t) = |\langle \psi_0, \phi(t) \rangle|^2
\]

be the modulus square of the projection of the solution at time \( t \) onto the state \( \psi_0 \).\(^2\)

Then,

(i) \( P(t) \sim 1 - C_W |t|^2 \) for \( |t| \) small,\(^3\)

(ii) \( P(t) \sim \exp(-2\varepsilon^2 \Gamma t) \) for \( t \leq \mathcal{O}(\varepsilon^2 \Gamma)^{-1} \), \( \Gamma = \mathcal{O}(W^2) \), and

(iii) \( P(t) \sim \langle t \rangle^{-\alpha} \) for \( |t| \gg (\varepsilon^2 \Gamma)^{-1} \) for some \( \alpha > 0 \).

The time \( \tau = (\varepsilon^2 \Gamma)^{-1} \) is called the *lifetime* of the state \( b_\ast (t) \), which can be thought of as being metastable due to its slow decay. The mechanism for large time decay is resonant coupling of the bound state with continuous spectrum due to the time-dependent perturbation. Our analysis makes explicit the slow transfer of energy from the discrete to continuum modes and the accompanying radiation of energy out of any compact set.

Phenomena of the type considered here are of importance in many areas of theoretical physics and applications. Examples include ionization physics \([3, 4, 10]\) and the propagation of light in optical fibers in the presence of defects \([13]\); see the discussion below.

The results of this article generalize those of Soffer and Weinstein \([22]\), where the case

\[
W(t) = \cos(\mu t) \beta, \quad \beta = \beta^*
\]

was considered. The method used is a time-dependent/dynamical systems approach introduced in \([21], [23]\) in a perturbation theory of operators with embedded eigenvalues in their continuous spectrum. These ideas were also used in a study of resonant radiation damping of nonlinear systems \([24]\), as well as in a class of parametric resonance problems \([22]\); see also \([12]\). New analytical questions must be addressed in view of (i) the presence of infinitely many frequencies which may resonate with the continuum as well as (ii) the possible accumulation of such resonances in the continuous spectrum. This leads to a careful use of almost periodic properties of the perturbation (Theorems 2.1 and 2.2) and hypothesis (H6) (Theorem 2.3), which is easily seen to hold when the perturbation, \( W(t) \), consists of a sum over a finite number of frequencies, \( \mu_j \).

A special case for which the hypotheses of our theorems are verified is the case of the Schrödinger operator \( H_0 = -\Delta + V(x) \). Here, \( V(x) \) is a real-valued function of \( x \in \mathbb{R}^3 \) which decays sufficiently rapidly as \( |x| \to \infty \). In this setting Soffer and Weinstein \([22]\) studied in detail the structural instability of \( b_\ast (t) \) by considering the perturbed dynamical system (1.3) with \( W(x,t) = \beta(x) \cos(\mu t) \). Here, we consider

\(^2\)(f,g) denotes the inner product of \( f \) and \( g \). If \( \psi_0 \) is normalized, then \( P(t) \) has the quantum mechanical interpretation of the probability that the system at time \( t \) is in the state \( \psi_0 \).

\(^3\)We do not discuss the short time behavior in this article; see \([12]\). This small time behavior is related to the “watched pot” effect in quantum measurement theory \([15]\).
a class of perturbations of the form $W(x,t) = \sum_j \beta_j(x) \cos \mu_j t$, where the sum may be finite or infinite and where the frequencies $\mu_j$ need not be commensurate, e.g., $W(x,t) = \beta_1(x) \cos t + \beta_2(x) \cos \sqrt{2}t$, where $\beta_i(x), i = 1,2$, is rapidly decaying as $x \to \infty$.

In addition to the problem of ionization by general time-varying fields, we mention other motivations for considering the class of time-dependent perturbations sketched above and defined in detail in section 2.

(a) An area of application to which our analysis applies is the propagation of light through an optical fiber [13]. In the regime where backscattering can be neglected, the propagation of waves down the length of the fiber is governed by a Schrödinger equation:

\begin{equation}
\label{eq1.6}
 i \partial_z \phi = ( - \Delta_\perp + V(x_\perp)) \phi + W(x_\perp,z)\phi.
\end{equation}

Here, $\phi$ denotes the slowly varying envelope of the highly oscillatory electric field, a function of $z$, the direction of propagation along the fiber, and $x_\perp \in \mathbb{R}^2$, the transverse variables. $V(x_\perp)$ denotes an unperturbed index of refraction profile and $W(x_\perp,z)$ the small fluctuations in refractive index along the fiber. These can arise due to defects introduced either accidentally or by design. The models considered allow for distributions of defects which are far more general than periodic. Our analysis addresses the simple situation of energy in a single transverse mode propagating and being radiated away due to coupling by defects to continuum modes. The bound state channel sees an effective damping. In particular the results of this paper have been applied to a study of structural instability of so-called breather modes of planar "soliton wave guides" [12]. The case of multiple transverse modes is of great interest [13]. Here, one has the phenomena of coupling among discrete modes as well as the coupling of discrete to continuum/radiation modes [7]. There is extensive interesting work on this problem in the case where $W(x_\perp,z)$ is a stochastic process in $z$ and radiation is neglected [8].

(b) Nonlinear problems can be viewed as linear time-dependent potential problems where the time-dependent potential is given by the solution. \textit{A priori} one knows little about the time dependence of the solution of a nonlinear problem. Nonlinearity is expected, in general, to excite infinitely many frequencies. Therefore results of a general nature for potentials with very general time dependence are of interest. This point of view is adopted by Sigal [19, 20], who considers the case where the nonlinear term defines a time-periodic perturbation and then proceeds to study the resonance problem via time-independent Floquet analysis applied to the so-called Floquet Hamiltonian. The dilation analytic techniques used were first applied in the context of time-periodic Hamiltonians by Yajima [26, 27, 28]. Floquet-type methods were also used in the time-periodic context by Vainberg [25]. The general class of perturbations we consider are not treatable by Floquet analysis and time-dependent analysis appears necessary.

1.2. Outline of the method. We now give a brief outline of our approach. For simplicity consider the initial value problem

\begin{align}
\label{eq1.7}
 i \partial_t \phi(t,x) &= H_0 \phi(t,x) + \varepsilon W(t,x) \phi(t,x), \\
\label{eq1.8}
 \phi|_{t=0} &= \phi(0),
\end{align}

where

\begin{equation}
\label{eq1.9}
 H_0 = -\Delta + V(x), \quad W(t,x) = g(t) \beta(x), \quad g(t) = \sum_j g_j e^{-i\mu_j t}
\end{equation}
is a real-valued almost periodic function of $t$, and $\beta(x)$ is a real-valued and rapidly decaying function of $x$ as $|x| \to \infty$. The unperturbed problem ($\varepsilon = 0$) can be trivially written as two decoupled equations governing the bound state amplitude, $a(t)$, and dispersive components, $\phi_d(t)$, of the solution. Specifically, let

$$
(1.10) \quad \phi(t) = a(t) \psi_0(t) + \phi_d(t, x), \ (\psi_0, \phi_d) = 0.
$$

Then,

$$
(1.11) \quad i\partial_t a(t) = \lambda_0 a(t),
$$

$$
(1.11) \quad i\partial_t \phi_d(t, x) = H_0 \phi_d(t, x)
$$

with initial conditions

$$
(1.12) \quad a(0) = (\psi_0, \phi(0)), \quad \phi_d(0) = P_c \phi(0),
$$

where

$$
P_c f \equiv f - (\psi_0, f) \psi_0
$$

defines the projection onto the continuous spectral part of $H_0$.

For initial data $a(0) = 1, \phi_d(0) = 0$, we have $a(t) = e^{-i\lambda_0 t}, \phi_d(t) \equiv 0$, corresponding to the bound state, $b_s(t)$.

We now ask the following:

(a) Under the small perturbation $\varepsilon W(t, x)$, does the bound state deform or continue to a nearby periodic or even almost periodic solution?

(b) How do solutions to the perturbed initial value problem behave as $|t| \to \infty$?

For small perturbations $\varepsilon W(t, x)$ it is natural to use the decomposition (1.10). Substitution of (1.10) into (1.3) yields a weakly coupled system for $a(t)$ and $\phi_d(t)$. This system is derived and analyzed in detail in sections 4–6.

In order to illustrate the main idea, we introduce a simplified system having the same general character:

$$
(1.13) \quad i\partial_t a(t) = \lambda_0 a(t) + \varepsilon g(t) (\beta \psi_0, \phi_d(t))
$$

$$
(1.13) \quad i\partial_t \phi_d(t, x) = -\Delta \phi_d(t, x) + \varepsilon a(t) g(t) \beta(x) \psi_0(x).
$$

Here, we have replaced $H_0$ on its continuous spectral part by $-\Delta$.

If $\varepsilon \beta$ is small, then $A(t) \equiv e^{i\lambda_0 t} a(t)$ is slowly varying ($\partial_t A(t) = O(\varepsilon \beta)$). In particular, we have

$$
(1.14) \quad i\partial_t A(t) = \varepsilon e^{i\lambda_0 t} g(t) (\beta \psi_0, \phi_d(t))
$$

$$
(1.14) \quad i\partial_t \phi_d(t, x) = -\Delta \phi_d(t, x) + A(t) e^{-i\lambda_0 t} \varepsilon g(t) \beta(x) \psi_0(x).
$$

Viewing $A(t)$ as nearly constant, we see that the inhomogeneous source term in (1.14) has frequencies $\lambda_0 + \mu_j$; see (1.9). Therefore, if $\lambda_0 + \mu_j > 0$ for some $j$, then $\lambda_0 + \mu_j$ lies in the continuous spectrum of $-\Delta (H_0)$ and therefore $\phi_d$ satisfies a resonantly forced wave equation. A careful expansion and analysis to second order in the perturbation $\varepsilon W(t)$ (see the proof of Proposition 4.1) reveals the system for $A(t)$ and $\phi_d(t)$ can be rewritten in the following form, in which the effect of this resonance is made explicit:

$$
(1.15) \quad \partial_t A(t) = (-\varepsilon^2 \Gamma + \rho(t)) A(t) + E(t; A(t), \phi_d(t)),
$$

$$
(1.16) \quad i\partial_t \phi_d(t, x) = H_0 \phi_d(t, x) + P_c F(t, x; A(t), \phi_d(t)).
$$
The terms \( E(t) \) and \( F(t, x) \) formally tend to zero if \( A(t) \) tends to zero and if the “local energy” of \( \phi_d(t) \) tends to zero as \( t \to \infty \). The strategy of sections 5 and 6 is to derive coupled estimates for \( A(t) \) and a measure of the local energy of \( \phi_d \) from which one can conclude, for \( \varepsilon W(t) \) small, that solutions to (1.15)–(1.16) decay in an appropriate sense. The key to the decay of solutions is the constant \( \Gamma \), given by

\[
\Gamma \equiv \frac{\pi}{4} \sum_{\{j : \lambda_0 + \mu_j > 0\}} |g_j|^2 \left( P e^{i\beta \psi_0}, \delta(H_0 - \lambda_0 - \mu_j)P e^{i\beta \psi_0} \right);
\]

see also hypothesis (H5) of section 2. The quantity \( \Gamma \) is a generalization of the well-known Fermi golden rule arising in the theory of radiative transitions in quantum mechanics [3, 4, 10].

For the example at hand, (1.9), the sum in (1.17) is over all known Fermi golden rule arising in the theory of radiative transitions in quantum mechanics [22].

The key to the decay of solutions is the constant \( \Gamma \), given by

\[
\Gamma \equiv \frac{\pi}{4} \sum_{\{j : \lambda_0 + \mu_j > 0\}} |g_j|^2 \left( P e^{i\beta \psi_0}, \delta(H_0 - \lambda_0 - \mu_j)P e^{i\beta \psi_0} \right);
\]

see also hypothesis (H5) of section 2. The quantity \( \Gamma \) is a generalization of the well-known Fermi golden rule arising in the theory of radiative transitions in quantum mechanics [3, 4, 10]. For the example at hand, (1.9), the sum in (1.17) is over all \( j \) for which \( \mu_j + \lambda_0 \) is strictly positive, i.e., lies in the continuous spectrum of \( H_0 \). Thinking of \( H_0 \) as having a spectral decomposition in terms of eigenfunctions and generalized eigenfunctions, let \( e(\lambda) \) denote a generalized eigenfunction associated with the energy \( \lambda \). Then each term in the sum (1.17) is of the form

\[
| (e(\lambda_0 + \mu_j), \beta \psi_0)|^2.
\]

Thus, clearly \( \Gamma > 0 \), generically.

Neglecting for the moment the oscillatory function \( \rho(t) \) in (1.15), we see that coupling of the bound state by the time dependent perturbation to the continuum-radiation modes, at the frequencies \( \mu_j + \lambda_0 > 0 \), leads to decay of the bound state. The leading order of (1.15)–(1.16) is a normal form in which this internal damping effect is made explicit: energy is transferred from the discrete to the continuous spectral components of the solution while the total energy remains independent of time:

\[
\| \phi(t) \|^2 = |a(t)|^2 + \| \phi_d(t) \|^2
\]

(1.19)\[
\| \phi(t) \|^2 = |a(0)|^2 + \| \phi_d(0) \|^2.
\]

### 1.3. Energy flow; contrast with the analysis of [22]

The goal is to show that energy flows out of the bound state channel into dispersive spectral components. The normal form above is the system in which this energy flow is made explicit. Once the normal form (1.15)–(1.16) has been derived, it is natural to seek coupled estimates for \( A(t) \) and \( \phi_d(t) \) from which their decay can be deduced. This is implemented in section 6. A natural first step is to introduce the auxiliary function

\[
\hat{A}(t) \equiv e^{\int_0^t \rho(s) \, ds} A(t)
\]

(1.20)\[
\partial_t \hat{A}(t) = -\varepsilon^2 \Gamma \hat{A}(t) + \hat{E}(t; \hat{A}(t), \phi_d(t)).
\]

(1.21)

If \( \Re \int_0^t \rho(s) \, ds \) is uniformly bounded, then modulo time-decay estimates on \( \hat{E}(t; \hat{A}, \phi_d) \) and \( F(t; \hat{A}, \phi_d) \), the decay of \( \hat{A}(t) \) and therefore of \( A(t) \) follows. For the class of perturbations considered in [22], \( \rho(t) \) is a periodic function, having only a finite number of commensurate frequencies, none of them zero. Therefore, in this case \( \Re \int_0^t \rho(s) \, ds \) is uniformly bounded. However, in the present case \( \rho(t) \) is almost periodic with mean \( M(\Re p) = 0 \) (see section 9); \( \rho(t) \) is displayed in (4.12). \( \Re p(t) \) has, in general, infinitely many frequencies, \( \mu_k - \mu_j \), \( k \neq j \) which may accumulate at zero. Most delicate is the case where, along some subsequence, \( \mu_k - \mu_j \to 0 \). It is well known that the integral
of an almost periodic function of mean zero is not necessarily bounded [2], so we are 
in need of a strategy for estimating the effects of $\Re \int_0^t \rho(s) \, ds$. We address the estimation of $\Re \int_0^t \rho(s) \, ds$ in two different ways corresponding to Theorem 2.3 (see also section 5.1) and Theorems 2.1–2.2 (see also section 5.2). In section 5.1 the estimates are based on a more refined analysis; the almost periodic function

In section 5.2 the estimates are based on a more refined analysis; the almost periodic function $\rho(t)$ is decomposed into a part with bounded integral and a part which has mean zero. The latter is controlled using results on the rate at which an almost periodic function approaches its mean.

1.4. Fermi golden rule and obstructions to Poincaré continuation. In the theory of ordinary differential equations it is a standard procedure, given a periodic solution of an unperturbed problem, to seek a periodic or almost periodic solution of a slightly perturbed dynamical system. We now investigate this procedure in the context of (1.7) and its solution $b_\ast(t)$ for $\varepsilon = 0$. Seek a solution of the form

$$(1.22) \quad \phi(t) = b_\ast(t) + \phi_1(t) + O(\varepsilon^2 \beta^2).$$

Here, $\phi_1 = O(\varepsilon \beta)$. Substitution of (1.22) into (1.7) yields the equation

$$(1.23) \quad i \partial_t \phi_1 = H_0 \phi_1 + \varepsilon \beta g(t) b_\ast(t).$$

This equation has a solution in the class of almost periodic solutions of $t$ with values in the Hilbert space $\mathcal{H}$ only if $\beta g(t) b_\ast(t)$ is “orthogonal” to the null space of $i \partial_t - H_0$.

We now derive this condition. Let $e(\zeta)$ be a solution of $H_0 e(\zeta) = \zeta e(\zeta)$. Then, taking the scalar product of (1.23) with $e^{-i\zeta t} e(\zeta)$ and applying the operator $\lim_{T \uparrow \infty} T^{-1} \int_0^T \cdot \, dt$ to the resulting equation gives

$$(1.24) \quad 0 = \lim_{T \uparrow \infty} T^{-1} \int_0^T e^{i\zeta t} e^{-i\lambda_0 t} g(t) \, dt \, (e(\zeta), \beta \psi_0).$$

Substitution of the expansion for $g(t)$ yields

$$(1.25) \quad \sum_{j \in \mathbb{Z}} g_j \, \delta(\zeta, \lambda_0 + \mu_j) \, (e(\zeta), \beta \psi_0) = 0,$$

where $\delta(a, b) = 0$ if $a \neq b$ and $\delta(a, a) = 1$. If $\zeta$, which lies in the spectrum of $H_0$, satisfies $\zeta = \lambda_0 + \mu_k$ for some $k \in \mathbb{Z}$ (which will be the case in our example if $\lambda_0 + \mu_k > 0$), then we have that

$$(1.26) \quad (e(\lambda_0 + \mu_k), \beta \psi_0) = 0$$

is a necessary condition for the existence of a family of solutions of (1.7) which converges to $b_\ast(t)$ as the perturbation $W(t)$ tends to zero. We immediately recognize the inner product in (1.26) as the projection of $\beta \psi_0$ onto the generalized eigenmode at the resonant frequency $\lambda_0 + \mu_k$ which arises in (1.17); see also (1.18). Therefore the obstruction to continuation of $b_\ast(t)$ to a nearby almost periodic state of the system can be identified with the damping mechanism.

\[\text{\footnote{This argument is heuristic so we do not specify the norm with which the size of $\beta$ is measured.}}\]
1.5. Outline. The paper is structured as follows. In section 2 we give a general formulation of the problem. The hypotheses on $H_0$, the unperturbed Hamiltonian, and $W(t)$, the perturbation, are introduced and discussed. There are two types of theorems: Theorems 2.1 and 2.2 and Theorem 2.3. Although the conclusions of these are quite similar, as discussed above, they differ in a key hypothesis on the perturbation $W(t)$, which is relevant in the case where $W(t)$ has infinitely many frequencies which may resonate with the continuous spectrum. In section 3 we apply the results of section 2 to the case of Schrödinger operators $H_0 = -\Delta + V(x)$ defined on $L^2(\mathbb{R}^3)$. To check the key local energy decay hypotheses we use results of Jensen and Kato [5] on expansions of the resolvent of $H_0$ near zero energy, the edge of the continuous spectrum. In section 4 the dynamical system (1.3) is reformulated as a system governing the interaction of the bound state and dispersive part of the solution. This section contains an important computation in which the key resonance is made explicit and a perturbed “normal form” for the bound state evolution is derived (Proposition 4.1). Sections 5 and 6 contain estimates for the bound state and dispersive parts of the solution for intermediate and large time scales. In section 7 we discuss extensions of our Theorems 2.1–2.3 to a more general class of perturbations. We shall frequently make use of some singular operators which are rigorously defined in section 8, an appendix, and of elements of the theory of almost periodic functions [2, 9], which are assembled in section 9, the second appendix.

Notations and terminology. Throughout this paper we will use the following notations:

$\mathbb{N} = \{1, 2, 3, \ldots\}$;

$\mathbb{N}_0 = \{0, 1, 2, 3, \ldots\}$;

$\mathbb{Z} = \{\ldots, -3, -2, -1, 0, 1, 2, 3, \ldots\}$;

for $z$ a complex number, $\Re z$ and $\Im z$ denote, respectively, its real and imaginary parts; a generic constant will be denoted by $C$, $D$, etc;

$$\langle x \rangle = (1 + |x|^2)^{\frac{1}{2}};$$

$L(A, B) = \text{the space of bounded linear operators from } A \text{ to } B$; $L(A, A) \equiv L(A)$.

Functions of self-adjoint operators are defined via the spectral theorem; see, for example, [17]. The operators containing boundary value of resolvents or singular distributions applied to self-adjoint operators are defined in section 8.

2. General formulation and main results. Consider the general system

$$i\partial_t \phi(t) = (H_0 + W(t)) \phi(t),$$

$$\phi|_{t=0} = \phi(0).$$

Here, $\phi(t)$ denotes a function of time, $t$, with values in a complex Hilbert space $\mathcal{H}$.

Hypotheses on $H_0$.

(H1) $H_0$ is self-adjoint on $\mathcal{H}$ and both $H_0$ and $W(t)$, $t \in \mathbb{R}$, are densely defined on a subspace $D$ of $\mathcal{H}$.

The norm on $\mathcal{H}$ is denoted by $\| \cdot \|$ and the inner product of $f, g \in \mathcal{H}$, by $(f, g)$.

(H2) The spectrum of $H_0$ is assumed to consist of an absolutely continuous part, $\sigma_{\text{cont}}(H_0)$, with associated spectral projection $P_\sigma$ and a single isolated eigenvalue $\lambda_0$ with corresponding normalized eigenstate, $\psi_0$, i.e.,

$$H_0 \psi_0 = \lambda_0 \psi_0, \| \psi_0 \| = 1.$$
\( \mathbb{R}^n \) we measure local decay using the norms \( f \mapsto \| \langle x \rangle^{-s} f \|_{L^2} \), where \( s > 0 \). So that our theory applies to a class of general systems (involving, for example, vector equations with matrix operators), we assume the existence of self-adjoint “weights” \( w_- \) and \( w_+ \) such that

(i) \( w_+ \) is defined on a dense subspace of \( \mathcal{H} \) and on which \( w_+ \geq cI, \ c > 0 \).

(ii) \( w_- \in \mathcal{L}(\mathcal{H}) \) such that \( \text{Range}(w_-) \subseteq \text{Domain}(w_+) \).

(iii) \( w_+ \ w_- \mathcal{P}_e = \mathcal{P}_e \) on \( \mathcal{H} \) and \( \mathcal{P}_e = \mathcal{P}_e \) \( w_- \) \( w_+ \) on the domain of \( w_+ \).

In the scalar case, \( w_+ \) and \( w_- \) correspond to multiplication by \( \langle x \rangle^s \) and \( \langle x \rangle^{-s} \), respectively; see section 3.

The following hypothesis ensures that the unperturbed dynamics satisfies sufficiently strong dispersive time-decay estimates. Let \( \{ \mu_j \}_{j \in \mathbb{Z}} \) denote the set of Fourier exponents associated with the perturbation \( W \) (see hypothesis \( \text{(H4)} \) below).

**\( \text{(H3)} \)** Local decay estimates on \( e^{-iH_0t} \).

Let \( r_1 > 1 \). There exist \( w_+ \) and \( w_- \), as above, and a constant \( C \) such that for all \( f \in \mathcal{H} \) satisfying \( w_+ f \in \mathcal{H} \) we have

\[
\tag{2.3} (a) \quad \| w_- e^{-iH_0 t} \mathcal{P}_e f \| \leq C \| \langle t \rangle^{-r_1} \| w_+ f \| \quad \text{for} \ t \in \mathbb{R};
\tag{2.4} (b) \quad \| w_- e^{-iH_0 t} (H_0 - \lambda_0 - \mu_j - i0)^{-1} \mathcal{P}_e f \| \leq C \| \langle t \rangle^{-r_1} \| w_+ f \| \quad \text{for} \ t \geq 0
\]

and for all \( j \in \mathbb{Z} \). For \( t < 0 \) estimate (2.4) is assumed to hold with \(-i0\) replaced by \(+i0\). See section 8 for the definition of the singular operator in (2.4).

**Remark 2.1.** There is a good deal of literature on local energy decay estimates of the form (2.3) for \( e^{-iH_0 t} \mathcal{P}_e \) in the case \( H_0 = -\Delta + V(x) \) on \( L^2(\mathbb{R}^n) \). These results require sufficient regularity and decay of the potential \( V(x) \). We refer the reader to [5, 6] and [14]; see also [16, 18].

**Remark 2.2.** Estimates of the type \( \text{(H3b)} \) are obtained in [22], [23, Appendix A]. A key point here is that we require that one can choose the constant, \( C \), in (2.4) to hold for all \( \mu_j \). It appears difficult to deduce this uniformity of the constant by the general arguments used in [22] and [23]. However, in section 3, where we apply our results to a class of Schrödinger operators, we can verify \( \text{(H3b)} \) using known results on the spectral measure.

**\( \text{(H4)} \) Hypotheses on the perturbation \( W(t) \).**

We consider time-dependent symmetric perturbations of the form

\[
\tag{2.5} W(t) = \frac{1}{2} \beta_0 + \sum_{j \in \mathbb{N}} \cos(\mu_j t) \beta_j \quad \text{with} \quad \beta_j^* = \beta_j \quad \text{and} \quad \sum_{j \in \mathbb{N}_0} \| \beta_j \|_{\mathcal{L}(\mathcal{H})} < \infty.
\]

In many applications, \( \beta_j \) are spatially localized scalar or matrix functions. Note that formula (2.5) can be rewritten in the form

\[
\tag{2.6} W(t) = \frac{1}{2} \sum_{j \in \mathbb{Z}} \exp(-i\mu_j t) \beta_j,
\]

where \( \mu_0 = 0 \) and for \( j < 0, \mu_j = -\mu_{-j}, \beta_j = \beta_{-j} \). Thus, \( W(t) \) is an almost periodic function with values in the Banach space \( \mathcal{L}(\mathcal{H}) \) with the Fourier exponents \( \{ \mu_j \}_{j \in \mathbb{Z}} \) and corresponding Fourier coefficients \( \{ \beta_j \}_{j \in \mathbb{Z}} \); see, for example, [9].

To measure the size of the perturbation \( W \), we introduce the norm

\[
\tag{2.7} ||| W ||| = \frac{1}{2} \sum_{j \in \mathbb{Z}} \| w_+ \beta_j \|_{\mathcal{L}(\mathcal{H})} + \frac{1}{2} \sum_{j \in \mathbb{Z}} \| \beta_j \|_{\mathcal{L}(\mathcal{H}_-, \mathcal{H}_+)}.
\]
which is assumed to be finite. Here \( \mathcal{H}_+ \), respectively, \( \mathcal{H}_- \), denote the closure of the domain of \( w_+ \), respectively, the range of \( P \), with norm \( f \to \|w_+ f\| \), respectively, \( f \to \|w_- f\| \).

**Remark 2.3.** A special case which arises in various models is

\[
W(t) = g(t)\beta,
\]

where

\[
g(t) = \sum_j g_j \cos \mu_j t,
\]

\[
\|w_+\beta\|_{\mathcal{L}(\mathcal{H})} + \|\beta\|_{\mathcal{L}(\mathcal{H}_-,\mathcal{H}_+)} < \infty \text{ and the sequence } \{g_j\} \text{ is absolutely summable.}
\]

**Remark 2.4.** Our results are valid in the more general case

\[
W(t) = \frac{1}{2} \beta_0 + \sum_{j \in \mathbb{N}} \cos(\mu_j t + \delta_j) \beta_j,
\]

where \( \beta_j \) are self-adjoint such that expression (2.7) is finite. This follows because the proofs use only the self-adjointness of \( W \) and the expansion

\[
W(t) = \frac{1}{2} \sum_{j \in \mathbb{Z}} \exp(-i\mu_j t) \tilde{\beta}_j,
\]

where \( \tilde{\beta}_j = e^{-i\text{sgn}(j)\delta_j} \beta_j \) and \( -\mu_j = -\mu_j, \mu_0 = 0 \).

We will impose a resonance condition which says that \( \{\lambda_0 + \mu_j\}_{j \in \mathbb{Z}} \cap \sigma_{\text{cont}}(H_0) \) is nonempty and that there is nontrivial coupling; see section 1.4. Let us first denote by \( I_{\text{res}} \) the following set:

\[
I_{\text{res}} = \{j \in \mathbb{Z} : \lambda_0 + \mu_j \in \sigma_{\text{cont}}(H_0)\}.
\]

**\( H5 \) Resonance condition.** Fermi golden rule.

\( I_{\text{res}} \) is nonempty and furthermore, there exists \( \theta_0 > 0 \), independent of \( W \), such that

\[
\Gamma \equiv \frac{\pi}{4} \sum_{j \in I_{\text{res}}} (P \beta_j \psi_0, \delta(H_0 - \lambda_0 - \mu_j)P \beta_j \psi_0) \geq \theta_0 \|W\|^2 > 0.
\]

**Remark 2.5.** For the exact definition of the Dirac-type operator in (2.11), see section 8. That \( \Gamma \) is finite is a consequence of the estimate (8.8) and

\[
\Gamma \leq \frac{C_0}{\pi} \sum_j \|w_+ \beta_j\|^2 \leq \frac{C_0}{\pi} \|W\|^2;
\]

see also [1].

We now state our main results.

**Theorem 2.1.** Let us fix \( H_0 \) and \( W(t) \) satisfying hypotheses (H1)–(H5). Consider the initial value problem

\[
i \partial_t \phi(t) = (H_0 + \varepsilon W(t)) \phi(t),
\]

\[
\phi|_{t=0} = \phi(0)
\]
with \( w_+ \phi(0) \in \mathcal{H} \). Then, there exists an \( \varepsilon_0 > 0 \) (depending on \( \mathcal{C}, \, r_1, \text{ and } \theta_0 \)) such that whenever \( |\varepsilon| < \varepsilon_0 \), the solution, \( \phi(t) \), of (2.13) satisfies the local decay estimate

\[
\| w_- \phi(t) \| \leq C (t)^{-\tau} \| w_+ \phi(0) \|, \quad t \in \mathbb{R}.
\]

Under the same hypotheses as Theorem 2.1, we obtain more detailed information on the behavior of \( \phi(t) \).

**Theorem 2.2.** Assume the hypotheses of Theorem 2.1. For any \( 0 < \gamma < \Gamma \) there exist the constants \( C \) and \( D \) (depending on \( \mathcal{C}, \, r_1, \, \theta_0, \text{ and } \gamma \)) such that any solution of (2.13), for \( |\varepsilon| < \varepsilon_0 \) and \( w_+ \phi(0) \in \mathcal{H} \), satisfies

\[
\begin{align*}
\phi(x, t) &= a(t) \psi_0 + \phi_d(t), \quad (\psi_0, \phi_d(t)) = 0, \\
a(t) &= a(0) e^{-\varepsilon^2(t - \gamma)} |t| e^{i \omega(t)} + R_a(t), \\
P(t) &= P(0) e^{-2\varepsilon^2(t - \gamma)} |t| + R'_a(t), \\
\phi_d(t) &= e^{-i\omega t} P_0 \phi(0) + \tilde{\phi}(t),
\end{align*}
\]

(2.15)

where \( \Gamma \) is given by (2.11) and \( \omega(t) \) is a real-valued phase given by

\[
\begin{align*}
\omega(t) &= -\lambda_0 t - \varepsilon \left( \psi_0, \int_0^t W(s) ds \psi_0 \right) \\
&+ \frac{1}{4} \varepsilon^2 t \sum_{j \in \mathbb{Z}} (\beta_j \psi_0, \text{P.V.}(H_0 - \lambda_0 - \mu_j)^{-1} P_0 \beta_j \psi_0) \\
&+ \frac{1}{4} \varepsilon^2 \Re \int_0^t \sum_{j, k \in \mathbb{Z}, j \neq k} e^{i (\mu_k - \mu_j)t} \left( \beta_k \psi_0, (H_0 - \lambda_0 - \mu_j - i0)^{-1} P_0 \beta_j \psi_0 \right).
\end{align*}
\]

(2.16)

\( P(t) \) is defined in (1.4) and for any fixed \( T_0 > 0 \) we have

\[
\begin{align*}
|R_a(t)| &\leq C |\varepsilon| \| W \|, \quad |t| \leq \frac{T_0}{\varepsilon^2 \Gamma}, \\
|R'_a(t)| &\leq D |\varepsilon| \| W \|, \quad |t| \leq \frac{T_0}{\varepsilon^2 \Gamma}.
\end{align*}
\]

Moreover,

\[
|R_a(t)| = O(t^{-\tau}), \quad |R'_a(t)| = O((t)^{-\tau}), \quad |t| \to \infty.
\]

Finally, \( \tilde{\phi} = \phi_1 + \phi_2 \) is given in (4.9) with \( \| w_- \tilde{\phi}(t) \| = O(t^{-\tau}) \) as \( |t| \to \infty \).

Therefore, by (H3) \( \| w_- \phi(t) \| = O((t)^{-\tau}) \) as \( |t| \to \infty \).

**Remark 2.6.** Suppose the initial data is given by the bound state of the unperturbed problem, i.e., \( \phi(x, 0) = \psi_0(x) \), \( a(0) = 1 \), \( \phi_d(0) = 0 \). Then, from the expansion of the solution we have that for \( 0 \leq t \leq \varepsilon^2 \Gamma^{-1} \) that \( P(t) \) (see (1.4)) is of order \( e^{-2\varepsilon^2(t - \gamma)} \) with an error of order \( \varepsilon \). Hence it is natural to view the state \( \psi_0 e^{-i\lambda t} \) as a metastable state with lifetime \( \tau = e^{-2\varepsilon^2\Gamma^{-1}} \sim \varepsilon^{-2} \| W \|^{-2} \). Although \( \gamma > 0 \) is arbitrary we have not inferred that the actual lifetime is \( \tau = \varepsilon^{-2} \Gamma^{-1} \) under hypotheses (H1)–(H5). The reason is that the constants \( C \) and \( D \) in the estimates (2.17) and (2.18) blow up as \( \gamma \searrow 0 \). In order to remedy this we need an additional hypothesis.

**H6** Control of small denominators.

There exists \( \xi > 0 \), independent of \( W \), such that

\[
\sum_{j \in I_{\text{res}}, \, k \in \mathbb{Z}, \, j \not= k} \left| \frac{1}{\mu_j - \mu_k} (P_0 \beta_k \psi_0, \delta(H_0 - \lambda_0 - \mu_j) P_0 \beta_j \psi_0) \right| \leq \xi \| W \|^2.
\]

(2.19)
Remark 2.7. By (8.8) we have that
\[
\sum_{j \in I_{res}, k \in \mathbb{Z}, j \neq k} |(\beta_k \psi_0, \delta(H_0 - \lambda_0 - \mu_j) \beta_k \psi_0)| \leq C \frac{1}{\pi} ||W||^2
\]
is finite (see also Remark 2.5). Thus, (H6) is important only if
\[
\inf \{|\mu_j - \mu_k| : j, k \in \mathbb{Z}, j \neq k\} \leq 0,
\]
i.e., the Fourier exponents \(\{\mu_j\}\) are such that \(\lambda_0 + \mu_j\) accumulate in \(\sigma_c\). In particular, if the perturbation \(W(t)\) consists of a trigonometric polynomial
\[
W(t) = \sum_{j=1}^{N} \cos \mu_j t \beta_j,
\]
then (H6) is trivially satisfied.

Remark 2.8. Hypothesis (H6) can be imposed by balancing the clustering of the frequencies \(\lambda_0 + \mu_j\) in the continuous spectrum of \(H_0\) with rapid decay of \((\beta_k \psi_0, \delta(H_0 - \lambda_0 - \mu_j) \beta_k \psi_0)\) as \(j, k \to \infty\). Let \(\beta_j(x) = g_j(\beta(x))\). Then, \(W(t, x) = \sum_j g_j \cos(\mu_j t) \beta_j(x)\). Using Remark 2.5 we find that the left-hand side of (2.19) is bounded by \(\sum_{j,k \in \mathbb{Z}, j \neq k} |g_j g_k| |\mu_j - \mu_k|^{-1} ||W||^2\). The constant \(\xi\) in (2.19) is finite if, for example, \(\mu_j = 2|\lambda_0| + |j|^{-1}, g_j = |j|^{-2-\tau}, \tau > 0\).

In case (H6) is satisfied we have the following improvement of Theorem 2.2.

**Theorem 2.3.** Assume the hypotheses (H1)—(H6) hold. Then there exist \(\varepsilon_0\) and the constants \(C, D\) (depending on \(C, r_1, \theta_0\) and \(\xi\)) such that any solution of (2.13), for \(|\varepsilon| < \varepsilon_0\) and \(w_{\pm} \phi(0) \in \mathcal{H}\), satisfies
\[
\begin{align*}
\phi(x, t) &= a(t) \psi_0 + \phi_d(t), \quad (\psi_0, \phi_d(t)) = 0, \\
a(t) &= a(0) e^{-c^2 \varepsilon^4 |t|} e^{i \omega(t)} + R_a(t), \\
P(t) &= P(0) e^{-\varepsilon^2 |t|} + R'_a(t), \\
\phi_d(t) &= e^{-i H_0 t} P e \phi(0) + \phi(t).
\end{align*}
\]

Here, \(\omega(t)\) is given by (2.16) and \(R_a(t), R'_a(t), w_{\pm} \phi_d(t)\) satisfy the estimates of Theorem 2.2.

3. **An application: The Schrödinger equation.** In this section we verify hypotheses (H1)—(H4) in the particular case of the Schrödinger equation on the three-dimensional space with a time almost periodic and spatially localized perturbing potential:
\[
i \partial_t \phi = (-\Delta + V(x)) \phi + \varepsilon W(x, t) \phi
\]
with \(\phi : \mathbb{R}^3 \times \mathbb{R} \to \mathbb{C}, (x, t) \to \phi(x, t)\), and
\[
W(x, t) = \frac{1}{2} \beta_0(x) + \sum_{j \in \mathbb{N}} \cos(\mu_j t) \beta_j(x),
\]
where \(\mu_j \in \mathbb{R}, j \in \mathbb{N}_0,\) and \(\beta_j : \mathbb{R}^3 \to \mathbb{R}, j \in \mathbb{N}\), are localized functions. Models of the sort considered in this example occur in the study of ionization of an atom by a time-varying electric field; see [10, 4].
We take $\mathcal{H} = L^2(\mathbb{R}^3)$ and $H_0 \equiv -\Delta + V(x)$, where $V(x)$ is real-valued with moderately short range. More precisely, we suppose that there exists $\sigma > 4$ and a constant $D$ such that

\begin{equation}
|V(x)| \leq D(1 + |x|)^{-\sigma}.
\end{equation}

Thus, $H_0$ is self-adjoint and densely defined in $L^2$. In what follows we assume that $H_0$ has exactly one eigenvalue which is strictly negative and that the remainder of the spectrum is absolutely continuous and equal to the positive half-line. Our results can be extended to operators with strictly negative, multiple eigenvalues [7].

We first discuss the local decay hypothesis (H3). As weights used to measure local energy decay we take $w_{\pm} \equiv \langle x \rangle^{\pm s}$, where $s > 7/2$ and fix $r_1 = 3/2$. Our aim is to obtain the estimates

\begin{equation}
\|w_- e^{-iH_0 t} P_c f\| \leq C \langle t \rangle^{-3/2} \|w_+ f\|,
\end{equation}

\begin{equation}
\|w_- e^{-iH_0 t} (H_0 - \lambda_0 - \mu_j - i0)^{-1} P_c f\| \leq C \langle t \rangle^{-3/2} \|w_+ f\|
\end{equation}

for all $\mu_j \in \mathbb{Z}$ with $C$ independent of $j$.

We shall assume that the frequencies $\{\lambda_0 + \mu_j\}$ do not accumulate at zero, the edge of the continuous spectrum of $H_0$:

\begin{equation}
m_* \equiv \min\{ |\lambda_0 + \mu_j| : j \in \mathbb{Z} \} > 0.
\end{equation}

To prove (3.3) and (3.4) we use the spectral representation for the operators $e^{-iH_0 t} P_c$ and $e^{-iH_0 t} (H_0 - \lambda_0 - \mu_j - i0)^{-1} P_c$, namely,

\begin{equation}
e^{-iH_0 t} P_c = \int_0^\infty e^{-i\lambda t} E'(\lambda) d\lambda,
\end{equation}

\begin{equation}
e^{-iH_0 t} (H_0 - \lambda_0 - \mu_j - i0)^{-1} P_c = \int_0^\infty e^{-i\lambda t} (\lambda - \lambda_0 - \mu_j - i0)^{-1} E'(\lambda) d\lambda,
\end{equation}

where $E'(\lambda) = \pi^{-1} \Im (H_0 - \lambda - i0)^{-1}$ is the spectral density induced by $H_0$, [5].

The technique of getting (H3a) from (3.6) is presented in [5, section 10] and it can be summarized in the following way. We decompose the integral in (3.6) in two parts, corresponding to low energies ($\lambda$ near zero) and high energies ($\lambda$ away from zero) by writing

\begin{equation}
E' = \chi E' + (1 - \chi) E',
\end{equation}

\begin{equation}
w_- e^{-iH_0 t} P_c w_- = \int_0^\infty e^{-i\lambda t} \chi(\lambda) w_- E'(\lambda) w_- d\lambda + \int_0^\infty e^{-i\lambda t} (1 - \chi(\lambda)) w_- E'(\lambda) w_- d\lambda
\end{equation}

\[ = S_1 + S_2.\]

Here, $\chi(\lambda)$ is a smoothed characteristic function of a neighborhood of origin, chosen so that

\begin{align*}
\chi(\lambda) &\equiv 1, \ |\lambda| \leq \frac{1}{2} m_*, \\
\chi(\lambda) &\equiv 0, \ |\lambda| \geq \frac{3}{4} m_*.
\end{align*}

To estimate the two integrals in (3.8) we make use of the detailed results of [5] on the family of operators $\{E'(\lambda)\}$. First, by Theorem 8.1 and Corollary 8.2 of [5], $w_- \partial_\lambda^k E'(\lambda) w_-$ is bounded on $L^2$ and satisfies

\begin{equation}
\|w_- \partial_\lambda^k E'(\lambda) w_-\|_{L^2(L^2)} = O(\lambda^{-(k+1)/2}) \text{ as } \lambda \to \infty.
\end{equation}
for \( k \in \{0, 1, 2, 3\} \). Integration by parts twice in the second integral in (3.8) and use of the estimate (3.9) with \( k = 2 \) yields the estimate

\[
\| S_2 \|_{\mathcal{B}(L^2)} = o(t^{-2}) \text{ as } t \to \infty.
\]

Next, by Theorem 6.3 of [5] we have the low energy asymptotic expansion

\[
w_- E'(\lambda)w_- = -\lambda^{-1/2}B_{-1} + \lambda^{1/2}B_1 + o(\lambda^{1/2}) \text{ as } \lambda \to 0,
\]

where \( B_{-1}, B_1 \) are bounded linear operators on \( L^2 \). Use of this expansion in the first integral of (3.8) yields the expansion in \( \mathcal{B}(L^2) \):

\[
S_1 = (\pi i)^{-1/2}t^{-1/2}B_{-1} - (4\pi i)^{-1/2}t^{-3/2}B_1 + o(t^{-3/2}) \text{ as } t \to \infty.
\]

Thus, (H3a) is satisfied provided that \( B_{-1} \) is the null operator or equivalently \( H_0 \psi = 0 \) has no solution with the property \( w_- \psi \in L^2(\mathbb{R}^3) \). The last condition holds for generic potentials \( V(x) \) and when it is violated one says that \( H_0 \) has zero energy resonance; see [5] for details.

In the same way one can prove (H3b) from the spectral representation (3.7) provided that the integral is nonsingular, i.e., \( \lambda_0 + \mu_j < 0 \). In the case \( \lambda_0 + \mu_j \geq m_* > 0 \) we first decompose the singular integral in two parts, one away from singularity point, \( \lambda_0 + \mu_j \), and the other in a neighborhood of it by using the smoothed characteristic function

\[
\chi_j(\lambda) = \chi(\lambda - \lambda_0 - \mu_j),
\]

which is supported in a neighborhood of \( \lambda_0 + \mu_j \), which does not include \( \lambda = 0 \):

\[
e^{-iH_0t}(H_0 - \lambda_0 - \mu_j - i0)^{-1}P_c = \int_0^\infty e^{-i\lambda t}(\lambda - \lambda_0 - \mu_j)^{-1}(1 - \chi_j(\lambda))E'(\lambda)d\lambda
\]

\[
+ \int_0^\infty e^{-i\lambda t}(\lambda - \lambda_0 - \mu_j - i0)^{-1}\chi_j(\lambda)E'(\lambda)d\lambda.
\]

The nonsingular integral may be treated as above while the singular one defines the singular operator

\[
T_j = e^{-iH_0t}(H_0 - \lambda_0 - \mu_j - i0)^{-1}\chi_j(H_0)P_c
\]

via the spectral theorem. Here, \( T_j = \lim_{\eta \to 0} T_j^\eta \), where

\[
T_j^\eta = e^{-iH_0t}(H_0 - \lambda_0 - \mu_j - i\eta)^{-1}\chi_j(H_0)P_c.
\]

To estimate its \( L^2 \) operator norm we use the integral representation

\[
w_- T_j^\eta w_- = \frac{1}{t} \int_t^\infty e^{i(\lambda_0 + \mu_j + i\eta)(s-t)}w_- e^{-iH_0s}\chi_j(H_0)P_c w_- ds.
\]

But this reduces to the evaluation of

\[
w_- e^{-iH_0s}\chi_j(H_0)P_c w_- = \int_0^\infty e^{-i\lambda s}\chi_j(\lambda)w_- E'(\lambda)w_- d\lambda, \ s \geq t,
\]

where we used again the spectral representation theorem. Integration by parts three times in (3.16) and use of the estimate (3.9) with \( k = 3 \) implies

\[
\| w_- e^{-iH_0s}\chi_j(H_0)P_c w_- \|_{\mathcal{B}(L^2)} = o(s^{-3}) \text{ as } t \to \infty.
\]
Replacing this in (3.15), integrating and passing to the limit as $\eta \downarrow 0$ we obtain an $o(t^{-2})$ estimate for $T_j$ which is even better than we need to satisfy (H3b).

Moving now towards hypothesis (H4), we may choose the time-dependent perturbation to be of the form

$$W(x,t) = \frac{1}{2} \beta_0 + \sum_{j \in \mathbb{N}_0} \cos \mu_j t \beta_j(x)$$

with $\beta_j$ rapidly decaying in $x$, e.g., $(x)^2 \| \beta_j(x) \| \leq C_j$ for all $x \in \mathbb{R}^3$, $j \in \mathbb{N}_0$, where $\sum_{j \in \mathbb{N}_0} C_j < \infty$. Thus, (H4) is satisfied as well.

Therefore, our main results Theorems 2.1–2.2 on the structural instability of the unperturbed bound state and large time behavior for systems of the form (3.1) apply provided (H5), the Fermi golden rule resonance condition, holds. For results concerning more general perturbations than the ones in (3.1) see section 7.

4. Decomposition and derivation of the dispersive normal form. The results of this section rely on hypothesis (H1) through (H4) only, so they may and will be used in proving Theorems 2.1–2.3.

As in [21, 22] and [23], we begin by deriving a decomposition of the solution, $\phi(t)$, which will facilitate the study of its large time behavior. Let

$$\phi(t) = a(t) \psi_0 + \phi_d(t)$$

with the orthogonality condition

$$(\psi_0, \phi_d(t)) = 0 \text{ for all } t.$$  

Note therefore that $\phi_d = P_c \phi_d$.

We proceed by first inserting (4.1) into (2.13), which yields the equation

$$i\partial_t a(t) \psi_0 + i\partial_t \phi_d(t) = \lambda_0 a(t) \psi_0 + H_0 \phi_d(t) + \varepsilon a(t) W(t) \psi_0 + \varepsilon W(t) \phi_d(t).$$

Taking the inner product of (4.3) with $\psi_0$ we get the following equation for $a(t)$:

$$i\partial_t a = \lambda_0 a(t) + \varepsilon (\psi_0, W(t) \psi_0) a(t) + \varepsilon (\psi_0, W(t) \phi_d),$$

$$a(0) = (\psi_0, \phi(0)).$$

In deriving (4.4) we have used that $\psi_0$ is normalized and the relation

$$(\psi_0, \partial_t \phi_d) = 0,$$

a consequence of (4.2).

Applying $P_c$ to (4.3), we obtain an equation for $\phi_d$:

$$i\partial_t \phi_d(t) = H_0 \phi_d(t) + \varepsilon P_c W(t) \phi_d(t) + \varepsilon a(t) P_c W(t) \psi_0,$$

$$\phi_d(0) = P_c \phi(0).$$

Since we are after a slow resonant decay phenomenon, it will prove advantageous to extract the fast oscillatory behavior of $a(t)$. We therefore define

$$A(t) \equiv e^{i\lambda_0 t} a(t).$$
Then, (4.4) reads

\[
\partial_t A = -i\varepsilon A(\psi_0, W(t)\psi_0) - i\varepsilon e^{i\lambda_0 t} (\psi_0, W(t)\phi_d(t)).
\]

Solving (4.6) by Duhamel’s formula we have

\[
\phi_d(t) = e^{-iH_0 t}\phi_d(0) - i\varepsilon \int_0^t e^{-iH_0 (t-s)} P_\varepsilon W(s)a(s)\psi_0 ds
\]

\[
- i\varepsilon \int_0^t e^{-iH_0 (t-s)} P_\varepsilon W(s)\phi_d(s)\ ds
\]

(4.9)

\[
\equiv \phi_0(t) + \phi_1(t) + \phi_2(t).
\]

By standard methods, the system (4.8)–(4.9) for $A(t)$ and $\phi_d(t) = \phi(t) - e^{-i\lambda_0 t} A(t)\psi_0$ has a global solution in $t$ with

\[
A \in C^1(\mathbb{R}), \|\phi_d(t)\| \in C^0(\mathbb{R}), \|w_\varepsilon \phi_d(t)\| \in C^0(\mathbb{R}).
\]

Our analysis of the $|t| \to \infty$ behavior is based on a study of this system.

By inserting (4.9) into (4.8) we get

\[
\partial_t A(t) = -i\varepsilon A(t) (\psi_0, W(t)\psi_0) - i\varepsilon e^{i\lambda_0 t} \sum_{j=0}^2 (\psi_0, W(t)\phi_j).
\]

We next give a detailed expansion of the sum in (4.10). It is in the $j = 1$ term that the key resonance is found. This makes it possible to find a normal form for (4.10) in which \textit{internal damping} in the system is made explicit. This damping reflects the transfer of energy from the discrete to continuum modes of the system and the associated radiative decay of solutions.

**Proposition 4.1.** For $t > 0$,

\[
\partial_t A(t) = \left( -\varepsilon^2 \Gamma + \rho(t) \right) A(t) + E(t),
\]

where $\Gamma$ is defined in (2.11),

\[
\rho(t) = -i\varepsilon (\psi_0, W(t)\psi_0) + \frac{i}{4} \varepsilon^2 \sum_{j \in \mathbb{Z}} (\beta_j \psi_0, P.V. (H_0 - \lambda_0 - \mu_j)^{-1} P_\varepsilon \beta_j \psi_0)
\]

\[
+ \frac{i}{4} \varepsilon^2 \sum_{j, k \in \mathbb{Z}, j \neq k} e^{i\mu_k - \mu_j t} (\beta_k \psi_0, (H_0 - \lambda_0 - \mu_j - i0)^{-1} P_\varepsilon \beta_j \psi_0)
\]

(4.12)

\[
E(t) = -\frac{i}{4} \varepsilon^2 A(0) e^{i\lambda_0 t} \sum_{j, k \in \mathbb{Z}} e^{i\mu_k t} (\beta_k \psi_0, e^{-iH_0 t} (H_0 - \lambda_0 - \mu_j - i0)^{-1} P_\varepsilon \beta_j \psi_0)
\]

\[
- \frac{i}{4} \varepsilon^2 e^{i\lambda_0 t} \sum_{j, k \in \mathbb{Z}} e^{i\mu_k t}
\]

\[
\left( \beta_k \psi_0, \int_0^t e^{-iH_0 (t-s)} (H_0 - \lambda_0 - \mu_j - i0)^{-1} P_\varepsilon e^{-i(\lambda_0 + \mu_j)s} \partial_s A(s) \beta_j \psi_0 \right) ds
\]

\[
- i\varepsilon e^{i\lambda_0 t} (\psi_0, W(t)\phi_0(t))
\]

\[
- i\varepsilon e^{i\lambda_0 t} (\psi_0, W(t)\phi_2(t)).
\]

(4.13)
Here, $\phi_0$ and $\phi_2$ are given in (4.9).

Although the proposition is stated for $t > 0$, an analogous proposition with $-\varepsilon^2 \Gamma$ replaced by $\varepsilon^2 \Gamma$ holds for $t < 0$. The modification required to treat $t < 0$ is indicated in the proof.

Remark 4.1. (1) The point of (4.11) is that the source of damping, $\Gamma > 0$, which arises due to the coupling of the discrete bound state to the continuum modes by the almost periodic perturbation is made explicit. Note that $\Re \rho(t)$ is of order $\varepsilon^2 ||W||^2$ as the first two terms of $\rho(t)$ are purely imaginary inducing only a phase shift in the solution, $A(t)$. The last term is of the same order as the damping and may compete with it. A key point of our analysis is to assess the contribution of this last term in (4.12).

(2) The leading order part of (4.11) is the analogue of the dispersive normal form derived in [24] for a class of nonlinear dispersive wave equations.

Proof of Proposition 4.1. Using the expression for $W(t)$ in (2.6), which is a uniform convergent series with respect to $t \in \mathbb{R}$, and the definition $A(t) = e^{i\lambda_0 t} a(t)$, we get from (4.9)

$$\phi_1(t) = -\frac{i\varepsilon}{2} \int_0^t e^{-iH_0(t-s)} e^{-i\lambda_0 s} A(s) \mathbf{P}_c \sum_{j \in \mathbb{Z}} e^{-i\mu_j s} \beta_j \psi_0 \, ds$$

(4.14)

$$= -\frac{i\varepsilon}{2} \sum_{j \in \mathbb{Z}} \int_0^t e^{-iH_0(t-s)} e^{-i(\lambda_0 + \mu_j) s} A(s) \mathbf{P}_c \beta_j \psi_0 \, ds.$$

We would like to integrate by parts each of the integrals in the above sum. We cannot proceed directly since the resolvents of $H_0$ in $\lambda_0 + \mu_j, j \in \mathbb{Z}$, would appear and hypothesis (H5) implies that some of the $\lambda_0 + \mu_j, j \in \mathbb{Z}$, are in the spectrum of $H_0$. Instead we regularize $\phi_1$ by defining

$$\phi_1^\eta(t) = -\frac{i}{2} \sum_{j \in \mathbb{Z}} \int_0^t e^{-iH_0(t-s)} e^{-i(\lambda_0 + \mu_j + i\eta) s} A(s) \mathbf{P}_c \beta_j \psi_0 \, ds$$

(4.15)

for $\eta$ positive and arbitrary and $t > 0$. Note that $\phi_1(t) = \lim_{\eta \to 0} \phi_1^\eta(t)$ uniformly with respect to $t$ on compact intervals.

Now, integration by parts for each integral in expression (4.15) and letting $\eta$ tend to zero from above gives the following expansion of $(\psi_0, W(t)\phi_1(t))$:

$$(\psi_0, W(t)\phi_1(t)) = \left( W(t)\psi_0, -\frac{\varepsilon}{2} e^{-i\lambda_0 t} \sum_{j \in \mathbb{Z}} e^{-i\mu_j t} A(t)(H_0 - \lambda_0 - \mu_j - i0)^{-1} \mathbf{P}_c \beta_j \psi_0 \right)$$

$$+ \left( W(t)\psi_0, \frac{\varepsilon}{2} A(0) \sum_{j \in \mathbb{Z}} e^{-iH_0 t} (H_0 - \lambda_0 - \mu_j - i0)^{-1} \mathbf{P}_c \beta_j \psi_0 \right)$$

$$+ \left( W(t)\psi_0, \frac{\varepsilon}{2} \sum_{j \in \mathbb{Z}} \int_0^t e^{-iH_0(t-s)} (H_0 - \lambda_0 - \mu_j - i0)^{-1} \mathbf{P}_c e^{-i(\lambda_0 + \mu_j) s} \partial_s A(s) \beta_j \psi_0 \, ds \right).$$

(4.16)

The definition of the singular operators in the above computation is given in section 8. The choice of regularization, $+i\eta$, in (4.15) ensures that the latter two terms in the expansion of $\phi_1$, (4.16), decay dispersively as $t \to +\infty$; see hypothesis (H3) and section 6. For $t < 0$, we replace $+i\eta$ with $-i\eta$ in (4.15).
To further expand the first series in (4.16) we use the identities (8.5). The proof of Proposition 4.1 is now completed by substitution of (8.5) in the expansion (4.16) for $\phi_1$ and of the result into the second term of the sum in (4.10).

In the next sections we estimate the remainder terms in (4.9) and (4.11).

5. Estimates on the bound state amplitude. Our strategy is as follows. Equations (4.9) and (4.11) comprise a dynamical system governing $\phi_d(t)$ and $\sigma(t) = A(t)e^{-i\lambda_0 t}$, the solution of which is equivalent to the original equation (1.1). In this and in the following section we derive a coupled system of estimates for $A(t)$ and $\phi_d(t)$. This section is focused on obtaining estimates for the bound state amplitude $A(t)$ in terms of $\phi_d(t)$, while the following section is focused on obtaining dispersive estimates for $\phi_d(t)$ in terms of $A(t)$. We treat only the case $t > 0$ since the modifications for the case $t < 0$ are obvious. The coupled system of estimates shows that $A(t)$ decays in time, provided $\phi_d(t)$ is dispersively decaying and vice-versa. We exploit the assumed smallness of the perturbation $\varepsilon W$ to “close” the resulting inequalities and prove the decay of both $A(t)$ and $\phi_d(t)$.

The main difference from the strategy employed in [22] for the estimation of the bound state amplitude is related to the presence of infinitely many frequencies in the perturbation $W(t)$. In particular, one can have an accumulation of resonances in the continuous spectrum of $H_0$. We have two strategies for obtaining estimates for $A(t)$ which correspond to the use of hypotheses (H1)–(H5) (Theorems 2.1 and 2.2) or hypotheses (H1)–(H6) (Theorem 2.3). These strategies revolve around estimation of $\Re \int_0^t \rho(s) \, ds$, where $\rho$ is given by (4.12). Hypothesis (H6), which controls certain “small divisors” which arise from the clustering of frequencies, ensures that

\begin{equation}
\Re \int_0^t \rho(s) \, ds \leq C \varepsilon^2 |||W|||^2.
\end{equation}

This, in turn, implies that the contribution of $\rho(t)$ in the size of $A(t)$ is of order $\varepsilon^2 |||W|||^2$. Without hypothesis (H6) we carefully decompose $\rho(t)$ as

$$
\rho(t) = \varepsilon^2 \sigma(t) + \eta(t),
$$

where $\sigma(t)$ is a real almost periodic function with mean, $M(\sigma)$, zero and $\Re \int_0^t \eta(s) \, ds \leq C \varepsilon^2 |||W|||^2$. As in the previous case, the contribution of the $\eta(t)$ in the size of $A(t)$ is of order $\varepsilon^2 |||W|||^2$. On the other hand, $\sigma(t)$ competes with the damping term $\varepsilon^2 \Gamma$ in (4.11), but being oscillatory (i.e., of mean zero) and of the same size as the damping it allows the latter to eventually dominate.

As the above discussion suggests it is simplest to start by assuming (H6) to get sharper estimates on $A(t)$ (Theorem 2.3) and then to relax this assumption (Theorem 2.2). We begin with a simple lemma which we shall use in a number of places in this and in the next section.

**Lemma 5.1.** Let $\alpha > 1$.

\begin{equation}
\int_0^t (t-s)^{-\alpha} \langle s \rangle^{-\beta} \, ds \leq C_{\alpha,\beta} \langle t \rangle^{-\min(\alpha,\beta)}.
\end{equation}

**Proof.** The bound is obtained by viewing the integral as decomposed into a part over $[0, t/2]$ and the part over $[t/2, t]$. We estimate the integral over $[0, t/2]$ by bounding $(t-s)^{-\alpha}$ by its value at $t/2$ and explicitly computing the remaining integral. The integral over $[t/2, t]$ is computed by bounding $\langle s \rangle^{-\beta}$ by its value at $t/2$ and again
computing explicitly the remaining integral. Putting the two estimates together yields the lemma.

We now turn to the estimate for \( A(t) \) in terms of the dispersive norm of \( \phi_d(t) \) and local decay estimates for \( e^{-iH_0t}P_\varepsilon(H_0) \).

5.1. Estimates for \( A(t) \) under the hypotheses of Theorem 2.3.

Proposition 5.1. Suppose (H1)–(H6) hold. Then \( A(t) \), the solution of (4.11), can be expanded as

\[
A(t) = e^{\int_0^t \rho(s)ds} \left( e^{-\varepsilon^2 t^\Gamma} A(0) + R_A(t) \right),
\]

(5.3)

\[
R_A(t) = \int_0^t e^{-\varepsilon^2 \tau(t-\tau)} \tilde{E}(\tau) d\tau,
\]

(5.4)

where \( \tilde{E}(t) \) is given in (4.13) and (5.9). For any \( \alpha > 1 \), there exists a \( \delta > 0 \) such that \( R_A(t) \) satisfies the estimates for \( T > 2(\varepsilon^2 \Gamma)^{-\alpha} \),

\[
\sup_{2(\varepsilon^2 \Gamma)^{-\alpha} \leq t \leq T} |R_A(t)| \leq C_1 e^{-(\varepsilon^2 \Gamma)^{-t}} + C_2 e^{2T^{-1}} \sup_{0 \leq \tau \leq (\varepsilon^2 \Gamma)^{-\alpha}} |E(\tau)| \sup_{0 \leq \tau \leq (\varepsilon^2 \Gamma)^{-\alpha}} |E(\tau)|,
\]

(5.5)

\[
\sup_{0 \leq t \leq 2(\varepsilon^2 \Gamma)^{-\alpha}} |R_A(t)| \leq D (\varepsilon^2 \Gamma)^{-\alpha(r_1+1)} \sup_{0 \leq \tau \leq (\varepsilon^2 \Gamma)^{-\alpha}} |E(\tau)|.
\]

(5.6)

Proof. To prove (5.5) we begin with (4.11). Let

\[
\tilde{A}(t) \equiv e^{-\int_0^t \rho(s)ds} A(t).
\]

Then, \( \tilde{A} \) satisfies the equation

\[
\partial_t \tilde{A} = -\varepsilon^2 \Gamma \tilde{A} + \tilde{E}(t),
\]

(5.8)

\[
\tilde{E}(t) \equiv e^{\int_0^t \rho(s)ds} E(t).
\]

(5.9)

Solving (5.8) we get

\[
\tilde{A}(t) = e^{-\varepsilon^2 \Gamma t} \tilde{A}(0) + \int_0^t e^{-\varepsilon^2 \Gamma(t-s)} \tilde{E}(s) ds
\]

(5.10)

\[
e^{-\varepsilon^2 \Gamma t} \tilde{A}(0) + R_A(t).
\]

(5.11)

Below, in Proposition 5.2 we show that the real part of the integral of \( \rho(t) \) is uniformly bounded and of order \( O(\varepsilon^2 ||W||^2) \) for \( t \geq 0 \). Therefore, for some \( C > 0 \), we have by (5.7) and (5.9)

\[
C^{-1} |\tilde{A}(t)| \leq |A(t)| \leq C |\tilde{A}(t)|,
\]

(5.12)

\[
C^{-1} |\tilde{E}(t)| \leq |E(t)| \leq C |\tilde{E}(t)|.
\]

(5.13)

Consequently, it is sufficient to estimate \( \tilde{A}(t) \), in terms of \( \tilde{E}(t) \).

Remark 5.1. Estimates of \( R_\alpha(t) \), which appear in the statement of Theorem 2.3, are related to those for \( R_A(t) \) via

\[
R_\alpha(t) = e^{-i\lambda_\alpha t+\int_0^t \rho(s) ds} R_A(t) - \left( 1 - e^{\int_0^t \rho(s)ds} \right) e^{-\varepsilon^2 \Gamma t} e^{i\varepsilon(t)} a(0).
\]

(5.14)
Hence, by Proposition 5.2,
\[(5.15) \quad |R_\omega(t)| \leq C |R_A(t)| + O(\varepsilon^2||W||^2).\]

From (5.10) we have for any \(M > 0\)
\[|\tilde{A}(t)| \leq |A(0)| e^{-\varepsilon^2 \Gamma t} + \int_0^M e^{-\varepsilon^2 \Gamma (t-s)} |\tilde{E}(s)| ds + \int_M^t e^{-\varepsilon^2 \Gamma (t-s)} |\tilde{E}(s)| ds
\]
(5.16) \quad = |A(0)| e^{-\varepsilon^2 \Gamma t} + I_1(t) + I_2(t).

Set
\[M = (\varepsilon^2 \Gamma)^{-\alpha}, \; \alpha > 1.\]

We now estimate the terms \(I_1(t)\) and \(I_2(t)\) in (5.16) for \(2(\varepsilon^2 \Gamma)^{-\alpha} \leq t \leq T\).

\[(5.17) \quad \langle t \rangle^{r_1} I_1(t) = \langle t \rangle^{r_1} \int_0^M e^{-\varepsilon^2 \Gamma (t-s)} |\tilde{E}(s)| ds
\]
\[\leq \langle t \rangle^{r_1} e^{-\frac{1}{2} \varepsilon^2 \Gamma t} \cdot \int_0^M e^{-\varepsilon^2 \Gamma (\frac{1}{2} t-s)} ds \cdot \sup_{0 \leq \tau \leq (\varepsilon^2 \Gamma)^{-\alpha}} |\tilde{E}(\tau)|
\]
\[\leq \sup_{2(\varepsilon^2 \Gamma)^{-\alpha} \leq t \leq T} \left( \langle t \rangle^{r_1} e^{-\frac{1}{2} \varepsilon^2 \Gamma t} \cdot C(\varepsilon^2 \Gamma)^{-1} \cdot \sup_{0 \leq \tau \leq (\varepsilon^2 \Gamma)^{-\alpha}} |\tilde{E}(\tau)| \right)
\]

for some \(\delta > 0\). Therefore,
\[(5.18) \quad \sup_{2(\varepsilon^2 \Gamma)^{-\alpha} \leq t \leq T} \langle t \rangle^{r_1} I_1(t) \leq C e^{-\varepsilon^2 \Gamma^{-\delta}} \sup_{0 \leq \tau \leq (\varepsilon^2 \Gamma)^{-\alpha}} |\tilde{E}(\tau)|.
\]

We estimate \(I_2(t)\) on the interval \(2(\varepsilon^2 \Gamma)^{-\alpha} \leq t \leq T\) as follows:

\[(5.19) \quad \langle t \rangle^{r_1} I_2(t) \leq \langle t \rangle^{r_1} \int_{(\varepsilon^2 \Gamma)^{-\alpha}}^t e^{-\varepsilon^2 \Gamma (t-s)} \langle s \rangle^{-r_1} ds \sup_{(\varepsilon^2 \Gamma)^{-\alpha} \leq \tau \leq T} \langle \tau \rangle^{r_1} \tilde{E}(\tau).
\]

The integral is now bounded above using the estimate
\[(5.20) \quad \langle t \rangle^{r_1} \int_{(\varepsilon^2 \Gamma)^{-\alpha}}^t e^{-\varepsilon^2 \Gamma (t-s)} \langle s \rangle^{-r_1} ds \leq C(\varepsilon^2 \Gamma)^{-1}, \; t \geq 2(\varepsilon^2 \Gamma)^{-\alpha}.
\]

This gives
\[(5.21) \quad \sup_{2(\varepsilon^2 \Gamma)^{-\alpha} \leq t \leq T} \langle t \rangle^{r_1} I_2(t) \leq C(\varepsilon^2 \Gamma)^{-1} \sup_{(\varepsilon^2 \Gamma)^{-\alpha} \leq \tau \leq T} \langle \tau \rangle^{r_1} \tilde{E}(\tau).
\]

Assembling the estimates (5.18) and (5.21) yields estimate (5.5) of Proposition 5.1 provided that (5.12) and (5.13) hold. Estimate (5.6) is a simple consequence of the definition of \(R_A(t)\).

Thus it remains to prove (5.12) and (5.13). By (5.7) and (5.9) it is necessary and sufficient to verify the following proposition.
Proposition 5.2. Assume hypotheses (H1)–(H6). If \( \rho \) is given by (4.12), then
\[
\Re \int_0^t \rho(s) \, ds \leq C \varepsilon^2 \| W \|^2, \quad t \geq 0,
\]
for some constant \( C \) depending on \( \varepsilon, \rho_1 \), and \( \xi \); see (H6).

Proof of Proposition 5.2. Using the estimates (8.7) and (8.9) we can infer that \( \rho(t) \), given by (4.12) is a series which converges uniformly on any compact subset of \( \mathbb{R} \). For each fixed \( t \), it can therefore be integrated term-by-term to give
\[
\Re \int_0^t \rho(s) \, ds = \varepsilon^2 \Re \sum_{j,k \in \mathbb{Z}, j \neq k} \int_0^t e^{i(\mu_k - \mu_j)t} \left( \beta_k \psi_0, (H_0 - \lambda_0 - \mu_j - i0)^{-1} \mathbf{P} \beta_j \psi_0 \right) \, ds
\]
\[
= \varepsilon^2 \sum_{j,k \in \mathbb{Z}, j \neq k} \frac{e^{i(\mu_k - \mu_j)t} - 1}{\mu_k - \mu_j} \left( \beta_k \psi_0, (H_0 - \lambda_0 - \mu_j - i0)^{-1} \mathbf{P} \beta_j \psi_0 \right).
\]
Define
\[
\tilde{\rho}_{j,k} \equiv \frac{e^{i(\mu_k - \mu_j)t} - 1}{\mu_k - \mu_j} \left( \beta_k \psi_0, (H_0 - \lambda_0 - \mu_j - i0)^{-1} \mathbf{P} \beta_j \psi_0 \right).
\]
Then (5.23) can be expressed as
\[
\Re \int_0^t \rho(s) \, ds = \frac{\varepsilon^2}{4} \sum_{j,k \in \mathbb{Z}, j \neq k} \Re \tilde{\rho}_{j,k} = \frac{\varepsilon^2}{8} \sum_{j,k \in \mathbb{Z}, j \neq k} \Re (\tilde{\rho}_{j,k} + \tilde{\rho}_{k,j}).
\]
Now, since
\[
\tilde{\rho}_{k,j} = -\frac{e^{-i(\mu_k - \mu_j)t} - 1}{\mu_k - \mu_j} \left( \beta_j \psi_0, (H_0 - \lambda_0 - \mu_k - i0)^{-1} \mathbf{P} \beta_k \psi_0 \right)
\]
\[
= -\left[ \frac{e^{i(\mu_k - \mu_j)t} - 1 (\ldots)}{\mu_k - \mu_j} \right]^* \left( \beta_k \psi_0, (H_0 - \lambda_0 - \mu_k + i0)^{-1} \mathbf{P} \beta_j \psi_0 \right),
\]
we have
\[
\Re (\tilde{\rho}_{j,k} + \tilde{\rho}_{k,j})
\]
\[
= \Re \frac{e^{i(\mu_k - \mu_j)t} - 1}{\mu_k - \mu_j} \left( \beta_k \psi_0, (H_0 - \lambda_0 - \mu_j - i0)^{-1} - (H_0 - \lambda_0 - \mu_k + i0)^{-1} \mathbf{P} \beta_j \psi_0 \right).
\]
(5.25)
Moreover, by (8.5) we can infer
\[
\Re (\tilde{\rho}_{j,k} + \tilde{\rho}_{k,j}) = \Re \left( e^{i(\mu_k - \mu_j)t} - 1 \right) \rho_{j,k} + 23 \left( e^{-i(\mu_k - \mu_j)t} - 1 \right) \delta_{j,k},
\]
where, for \( j \neq k \in \mathbb{Z} \),
\[
\rho_{j,k} \equiv \frac{1}{\mu_k - \mu_j} \left( \beta_k \psi_0, (H_0 - \lambda_0 - \mu_j - i0)^{-1} - (H_0 - \lambda_0 - \mu_k - i0)^{-1} \mathbf{P} \beta_j \psi_0 \right),
\]
(5.26)
and for \( j \neq k, j \in \mathbb{Z}, k \in I_{res} \),
\[
\delta_{j,k} \equiv \frac{\pi}{\mu_k - \mu_j} \left( \beta_j \psi_0, \delta (H_0 - \lambda_0 - \mu_k) \beta_k \psi_0 \right).
\]
(5.27)
Thus, by (5.24) and (5.25)

\[ \Re \int_0^t \rho(s) ds = \frac{\varepsilon^2}{8} \sum_{j,k \in \mathbb{Z}, j \neq k} \Re(e^{i(\mu_k - \mu_j)s} - 1) \rho_{j,k} + \frac{\varepsilon^2}{4} \sum_{k \in I_{res}, k \neq j \in \mathbb{Z}} \Im(e^{-i(\mu_k - \mu_j)s} - 1) \delta_{j,k} . \]  

(5.28)

We now derive a uniform bound for \( \Re \int_0^t \rho(s) ds \).

Estimating the modulus of the above sum, we have for any \( t \)

\[ \left| \Re \int_0^t \rho(s) ds \right| \leq \frac{\varepsilon^2}{4} \sum_{j,k \in \mathbb{Z}, j \neq k} |\rho_{j,k}| + \frac{\varepsilon^2}{2} \sum_{k \in I_{res}, k \neq j \in \mathbb{Z}} |\delta_{j,k}| . \]

(5.29)

By (H6),

\[ \sum_{k \in I_{res}, k \neq j \in \mathbb{Z}} |\delta_{j,k}| \leq \pi \varepsilon |||W|||^2 . \]

(5.30)

We now bound the first term in (5.29). This requires an estimate of

\[ |\rho_{j,k}| = \left| \frac{1}{\mu_k - \mu_j} \left( \beta_k \psi_0, (H_0 - \lambda_0 - \mu_j - i0)^{-1} - (H_0 - \lambda_0 - \mu_k - i0)^{-1} P e^{\beta_j \psi_0} \right) \right| \]

for \( j \neq k \in \mathbb{Z} \). We rely on the hypothesis (H3b) (singular local decay estimate (2.4)), which implies smoothness of the resolvent of \( H_0 \) near accumulation points in \( \sigma_{cont}(H_0) \) of the set \( \{\lambda_0 + \mu_j\} \) \( j \in \mathbb{Z} \).

In order to treat both \( \lambda_0 + \mu_j \in \sigma_{cont}(H_0) \) and \( \lambda_0 + \mu_j \notin \sigma_{cont}(H_0) \) case simultaneously we regularize \( \rho_{j,k} \):

\[ \rho_{j,k}^\eta \equiv \frac{1}{\mu_k - \mu_j} \left( \beta_k \psi_0, (H_0 - \lambda_0 - \mu_j - i\eta)^{-1} - (H_0 - \lambda_0 - \mu_k - i\eta)^{-1} P e^{\beta_j \psi_0} \right) . \]

(5.31)

Clearly \( \rho_{j,k} = \lim_{\eta \searrow 0} \rho_{j,k}^\eta \).

Now by the standard resolvent formula we have

\[ \rho_{j,k}^\eta = \left( \beta_k \psi_0, (H_0 - \lambda_0 - \mu_k - i\eta)^{-1} (H_0 - \lambda_0 - \mu_j - i\eta)^{-1} P e^{\beta_j \psi_0} \right) . \]

Thus, using the singular local decay estimate (H3b), we get

\[ |\rho_{j,k}| = \left| \lim_{\eta \searrow 0} \int_0^\infty \left( \beta_k \psi_0, e^{-i(H_0 - \lambda_0 - \mu_k - i\eta)s} - (H_0 - \lambda_0 - \mu_j - i\eta)^{-1} P e^{\beta_j \psi_0} \right) ds \right| \]

\[ \leq \lim_{\eta \searrow 0} \int_0^\infty e^{-ns} |(w + \beta_k \psi_0, w e^{-iH_0s}(H_0 - \lambda_0 - \mu_j - i\eta)^{-1} P e w + \beta_j \psi_0)| ds \]

\[ \leq \|w + \beta_k\| \|w + \beta_j\| \int_0^\infty \|w e^{-iH_0s}(H_0 - \lambda_0 - \mu_j - i0)^{-1} P e w\| ds \]

\[ \leq C \|w + \beta_k\| \|w + \beta_j\| \int_0^\infty (s)^{-r_1} ds \]

(5.32)

\[ \leq C \|w + \beta_k\| \|w + \beta_j\| \]

for some constant \( C \) depending on \( C \) and \( r_1 \). Summing on \( j, k \in \mathbb{Z}, j \neq k \), yields

\[ \sum_{j,k \in \mathbb{Z}, j \neq k} |\rho_{j,k}| \leq C |||W|||^2 . \]

(5.33)
for some \( C > 0 \); see (2.7). Use of the bounds (5.30) and (5.33) in (5.29) gives
\[
\Re \int_0^t \rho(s) \, ds \leq C \varepsilon^2 \|W\|^2
\]
for some constant \( C \) depending on \( C, r_1 \), and \( \xi \).

This completes the proof of Proposition 5.2 and therewith Proposition 5.1. \( \Box \)

5.2. Estimates for \( A(t) \) under the hypotheses of Theorem 2.1. In this subsection we work under the hypotheses of Theorem 2.1. In particular, we drop hypothesis \((H6)\). We shall reuse the notation \( \check{A} \) and \( \check{E} \) for functions which are different from but related to those defined in section 5.1.

Proposition 5.3. Suppose \((H1)\)–\((H5)\) hold. Then \( A(t) \), the solution of (4.11), can be expanded as
\[
A(t) = e^{\int_0^t \eta(s) \, ds} \left( e^{-\varepsilon^2 (t\Gamma - \int_0^t \sigma(s) \, ds)} A(0) + R_A(t) \right),
\]
\[
R_A(t) = \int_0^t e^{-\varepsilon^2 \Gamma (t - \tau) + \varepsilon^2 \int_\tau^t \sigma(s) \, ds} \check{E}(\tau) \, d\tau,
\]
where
\[
\sigma(t) = -\frac{\pi}{4} \Re \sum_{j \in I, \omega, j \neq k} e^{i(\mu_k - \mu_j)t} (\beta_k \psi_0, \delta(H_0 - \lambda_0 - \mu_j) \beta_j \psi_0)
\]
is a real almost periodic function with mean \( M(\sigma) = 0 \), \( \eta \) in (5.46) is a function whose real part has a bounded time integral of order \( O(\varepsilon^2 \|W\|^2) \) and \( \check{E}(t) \) is given in (5.42); see also (4.13). For any \( \alpha > 1 \), there exists \( \delta > 0 \) such that \( R_A(t) \) satisfies the estimates
\[
\sup_{2(\varepsilon^2 \Gamma/2)^{-\alpha} \leq t \leq T} |R_A(t)| \leq C_1 e^{-(\varepsilon^2 \Gamma/2)^{\frac{\alpha}{2}}} \sup_{0 \leq \tau \leq (\varepsilon^2 \Gamma/2)^{-\alpha}} |E(\tau)| + C(\varepsilon^2 \Gamma)^{-1} \sup_{(\varepsilon^2 \Gamma/2)^{-\alpha} \leq t \leq T} (\tau^{\alpha-1} |E(\tau)|),
\]
\[
\sup_{0 \leq \tau \leq (\varepsilon^2 \Gamma/2)^{-\alpha}} |R_A(t)| \leq D (\varepsilon^2 \Gamma/2)^{-\alpha(\alpha+1)} \sup_{0 \leq \tau \leq (\varepsilon^2 \Gamma/2)^{-\alpha}} |E(\tau)|.
\]

Proof. As in the previous subsection we begin with the equation for \( A(t) \):
\[
\partial_t A(t) = (\rho(t) - \varepsilon^2 \Gamma) A(t) + E(t),
\]
where \( \rho(t) \) and \( E(t) \) are given by (4.12)–(4.13). In the previous section we transformed away the term \( \rho(t)A(t) \) using the “integration factor” \( \exp(\int_0^t \rho(s) \, ds) \). Under the current hypotheses, this can’t be done because without \((H6)\) \( \Re \int_0^t \rho(s) \, ds \) may be unbounded as \( t \to \infty \), which could cause the estimates (5.12)–(5.13) to break down. Instead, we proceed by a more refined analysis of \( \rho(t) \), which we now outline.

We express \( \rho(t) \) as \( \rho(t) = \varepsilon^2 \sigma(t) + \eta(t) \), where \( \eta(t) \) has a time integral whose real part can be bounded by the estimates of section 5.1 and a part, \( \varepsilon^2 \sigma(t) \), which is almost periodic and of mean zero. Using this decomposition of \( \rho(t) \) we write (5.39) as
\[
\partial_t A(t) = [-\varepsilon^2 \Gamma + \varepsilon^2 \sigma(t) + \eta(t)] A(t) + E(t).
\]
Next introduce the change of variables

\[ \tilde{A}(t) = e^{-\int_0^t \eta(s) \, ds} A(t) \]

and obtain a reduction to

\[ \partial_t \tilde{A} = \left[ -\varepsilon^2 T + \varepsilon^2 \sigma(t) \right] \tilde{A} + \tilde{E}(t), \]

\[ \tilde{E}(t) = e^{-\int_0^t \eta(s) \, ds} E(t). \]

With this strategy in mind we now proceed to derive the decomposition of \( \rho(t) \). We are mostly interested in its real part, so we start with it.

\[
\Re \rho(t) = \Re \frac{i \varepsilon^2}{4} \sum_{j,k \in \mathbb{Z}, j \neq k} e^{i(\mu_k - \mu_j)t} (\tilde{\beta}_k \psi_0, (H_0 - \lambda_0 - \mu_j - i0)^{-1} P e \beta_j \psi_0)
\]

\[ = -\varepsilon^2 \Im \sum_{j,k \in \mathbb{Z}, j \neq k} e^{i(\mu_k - \mu_j)t} (\beta_k \psi_0, (H_0 - \lambda_0 - \mu_j - i0)^{-1} P e \beta_j \psi_0)
\]

\[ = -\varepsilon^2 \sum_{j,k \in \mathbb{Z}, j \neq k} \Im \eta_{j,k}
\]

\[ = \varepsilon^2 \sum_{j,k \in \mathbb{Z}, j \neq k} \Im (\eta_{j,k} + \eta_{k,j}).
\]

In a manner similar to the derivation of (5.25) from (5.24) we find

\[ \Im \eta_{k,j} = \Im e^{i(\mu_k - \mu_j)t} (\beta_k \psi_0, (H_0 - \lambda_0 - \mu_k + i0)^{-1} P e \beta_j \psi_0). \]

Using (8.5) in (5.44) and then replacing it in (5.43) we get

\[
\Re \rho(t) = \frac{\pi}{4} \varepsilon^2 \Re \sum_{k \in \mathbb{Z}, k \neq j \in \mathbb{Z}} e^{i(\mu_j - \mu_k)t} (\beta_j \psi_0, \delta(H_0 - \lambda_0 - \mu_k) \beta_k \psi_0)
\]

\[ - \frac{1}{8} \varepsilon^2 \Im \sum_{j,k \in \mathbb{Z}, j \neq k} e^{i(\mu_k - \mu_j)t} (\beta_k \psi_0, ((H_0 - \lambda_0 - \mu_j - i0)^{-1} - (H_0 - \lambda_0 - \mu_k - i0)^{-1}) P e \beta_j \psi_0)
\]

\[ = \Re \eta(t) + \varepsilon^2 \sigma(t).
\]

Therefore,

\[ \rho(t) = \Re \rho(t) + i \Im \rho(t)
\]

\[ = \eta(t) + \varepsilon^2 \sigma(t),
\]

where

\[ \eta(t) = i \Im \rho(t) - \frac{1}{8} \varepsilon^2 \Im \sum_{j,k \in \mathbb{Z}, j \neq k} e^{i(\mu_k - \mu_j)t}
\]

\[ (\beta_k \psi_0, [(H_0 - \lambda_0 - \mu_j - i0)^{-1} - (H_0 - \lambda_0 - \mu_k - i0)^{-1}] P e \beta_j \psi_0),
\]

\[ \sigma(t) = -\frac{\pi}{4} \Re \sum_{j \in \mathbb{Z}, j \neq k \in \mathbb{Z}} e^{i(\mu_k - \mu_j)t} (\beta_k \psi_0, \delta(H_0 - \lambda_0 - \mu_j) \beta_j \psi_0). \]
see also (5.36).

Note that \( \Re \int_0^t \eta(s) ds \) is uniformly bounded in \( t \). To see this, recall the definition of \( \rho_{j,k} \) in Lemma 5.2 (see (5.26)):

\[
\rho_{j,k} \equiv \frac{1}{\mu_k - \mu_j} (\beta_j \psi_0, \left( [H_0 - \lambda_0 - \mu_j - i0]^{-1} - (H_0 - \lambda_0 - \mu_k - i0)^{-1} \right) \mathbf{P}_e^{\beta_j} \psi_0).
\]

By (8.7), \( \Re \eta(t) \) given by (5.46) converges uniformly on \( t \in \mathbb{R} \). Therefore, for each \( t \in \mathbb{R} \) we may integrate the series term-by-term to obtain

\[
\Re \int_0^t \eta(s) ds = \frac{1}{8} \varepsilon^2 \sum_{j,k \neq k} \Re(e^{i(\mu_k - \mu_j)t} - 1) \rho_{j,k}.
\]

(5.47)

Moreover, the modulus of the right-hand side in (5.47) is less or equal than \( \frac{1}{2} \varepsilon^2 \sum_{j,k \neq k} |\rho_{j,k}| \), which by (5.32) is bounded by \( C \varepsilon^2 ||W||^2 \) for some constant \( C \) depending only on \( C \) and \( r \). Note that we derived (5.32) by using only hypothesis (H3b) and not relying on (H6).

Thus we have

\[
\Re \int_0^t \eta(s) ds \leq C \varepsilon^2 ||W||^2.
\]

(5.48)

To summarize, we have split \( \rho(t) \) into

\[
\rho(t) = \eta(t) + \varepsilon^2 \sigma(t)
\]

such that (5.48) is valid. If we now define \( \tilde{A} \) as in (5.40), then by (4.11) \( \tilde{A} \) satisfies (5.41). Solving (5.41) we get

\[
\tilde{A}(t) = e^{-\varepsilon^2 \Gamma t + \varepsilon^2 \int_0^t \sigma(s) ds} \tilde{A}(0) + \int_0^t e^{-\varepsilon^2 \Gamma(t-\tau) + \varepsilon^2 \int_\tau^t \sigma(s) ds} \tilde{E}(s) d\tau
\]

(5.49)

\[
\equiv e^{-\varepsilon^2 \Gamma t + \varepsilon^2 \int_0^t \sigma(s) ds} \tilde{A}(0) + R_A(t).
\]

From (5.42) and (5.48) it is sufficient to estimate \( R_A(t) \) in terms of \( \tilde{E}(t) \).

Remark 5.2. The estimates of \( R_A(t) \) which appear in the statement of Theorem 2.2 are related to those for \( R_A(t) \) via

\[
R_A(t) = e^{-i \lambda_0 t + \int_0^t \eta(s) ds} R_A(t) + (1 - e^{-\varepsilon^2 \int_0^t \sigma(s) ds - \gamma t} + \Re \int_0^t \eta(s) ds) e^{-\varepsilon^2 (\Gamma - \gamma) t} e^{i \omega(t) a(0)}.
\]

(5.50)

Before we estimate \( R_A(t) \), we review some properties of the function \( \sigma(t) \).

The function \( \sigma(t) \) is almost periodic since the sum of the moduli of its Fourier coefficients is finite. Namely, by (2.20), the terms in the series (5.36) defining \( \sigma(t) \) are majorized by those of a convergent series (whose sum is \( C \pi^{-1} ||W||^2 \)). Therefore, the series in (5.36) is uniformly convergent. As the uniform limit of almost periodic functions, \( \sigma(t) \) is then itself almost periodic, bounded by

\[
\sup_{t \in \mathbb{R}} |\sigma(t)| \leq C ||W||^2
\]

(5.51)

for some constant \( C \); see also section 9. Moreover, \( \sigma(t) \) has mean value zero since all the Fourier exponents are nonzero; see (5.36) and section 9. Therefore

\[
\int_{\tau}^t \sigma(s) ds \leq \frac{\Gamma}{2} (t - \tau), \text{ for } t - \tau \geq \mathcal{M}
\]

(5.52)
provided \( \mathcal{M} \) is taken sufficiently large. It can be shown (see section 9 or [2, p. 42]) that (5.52) holds provided

\[
\mathcal{M} \geq 4 \sup_{t \in \mathbb{R}} \left\{ |\sigma(t)| \right\} \frac{L(\Gamma/4)}{\Gamma/2},
\]

where \( L(\Gamma/4) \) (see Definition 9.1) is such that in each interval of length \( L(\Gamma/4) \) there is at least one \( \Gamma/4 \) almost period for \( \sigma \).

Using (5.51) and then (H5), we can choose

\[
\mathcal{M} = 8C L(\Gamma/4)/\theta_0
\]

independently of \( \varepsilon \) and still satisfy (5.53).

We now return to the estimation of \( R_A \). We split the integral in (5.35) into two integrals, one from 0 to \( t - \mathcal{M} \) and the other from \( t - \mathcal{M} \) to \( t \). For the former we use (5.52) while for the latter we use (5.51). The result is

\[
|R_A(t)| \leq \int_0^{t - \mathcal{M}} e^{-\frac{2}{\varepsilon^2} \Gamma(t - \tau)} |\widehat{E}(\tau)| \, d\tau
\]

(5.55)

\[
+ \int_{t - \mathcal{M}}^{t} e^{\varepsilon^2 (C ||W||^2 - \Gamma) (t - \tau)} |\widehat{E}(\tau)| \, d\tau.
\]

The first integral in (5.55) can be bounded exactly as the term \( \int_0^t e^{-\varepsilon^2 \Gamma(t-\tau)} |\widehat{E}(\tau)| \, d\tau \) in the proof of Proposition 5.1. The second integral in (5.55) is bounded in the following manner:

\[
\int_{t - \mathcal{M}}^{t} e^{\varepsilon^2 (C ||W||^2 - \Gamma) (t - \tau)} |\widehat{E}(\tau)| \, d\tau
\]

\[
\leq \frac{\langle t \rangle^{r_1}}{(t - \mathcal{M})^{r_1}} \int_{t - \mathcal{M}}^{t} e^{\varepsilon^2 (C ||W||^2 - \Gamma) \tau} |\widehat{E}(\tau)| \, d\tau \sup_{t - \mathcal{M} \leq \tau \leq t} \left( \langle \tau \rangle^{r_1} |E(\tau)| \right)
\]

(5.56)

\[
\leq D \sup_{\varepsilon^2 \Gamma/2 - \alpha \leq \tau \leq t} \left( \langle \tau \rangle^{r_1} |E(\tau)| \right).
\]

Note that \( \varepsilon \) and consequently \( \varepsilon^2 \Gamma \sim \varepsilon^2 ||W||^2 \) are small, so we can consider \( \mathcal{M} \ll (\varepsilon^2 \Gamma/2)^{-\alpha} \) and \( D \ll \mathcal{M} \ll (\varepsilon^2 \Gamma)^{-1} \). The result is (5.37). A simple bound, using the definition of \( R_A(t) \), yields (5.38).

This completes the proof of Proposition 5.3.

**6. Dispersive estimates and local decay.** In this section we prove the local decay of \( \phi_d \) and the decay in time of the remainder terms, \( E(t) \), in bound state amplitude equation (4.11) of section 4. The arguments rely on hypotheses (H1)-(H5) and results of the previous section, so we will handle Theorem 2.1 first. However, due to the differences between Theorems 2.2 and 2.3 we separately finish their proofs in the final two subsections of this section. We will repeatedly use the following lemma.

**Lemma 6.1.** For any \( \eta \in [0, r_1] \) and \( j \in \mathbb{Z} \) we have

\[
\left\| \int_0^t w_- e^{-iH_0(t-s)} P_c f(s) \, ds \right\| \leq C(t)^{-\eta} \sup_{0 \leq \tau \leq t} \left( \langle \tau \rangle^{\eta} ||w_+ f(\tau)|| \right)
\]

(6.1)

and

\[
\left\| \int_0^t w_- e^{-iH_0(t-s)} P_c (H_0 - \lambda_0 - \mu_j - i0)^{-1} f(s) \, ds \right\| \leq C(t)^{-\eta} \sup_{0 \leq \tau \leq t} \left( \langle \tau \rangle^{\eta} ||w_+ f(\tau)|| \right).
\]

(6.2)
Proof. The proof follows from the assumed local decay estimates on \( e^{-iH_0 t} \); see (H3a). Namely, using that \( r_1 > 1 \),
\[
\left\| \int_0^t w_- e^{-iH_0(t-s)} P_c f(s) \, ds \right\| \leq \int_0^t \| w_- e^{-iH_0(t-s)} P_c w_- \|_{L(H)}(s)^{-\eta} \, ds \\
\cdot \sup_{0 \leq \tau \leq t} \langle \tau \rangle^\eta \| w_+ f(\tau) \| \\
\leq C \int_0^t (t-s)^{-r_1} (s)^{-\eta} \, ds \sup_{0 \leq \tau \leq t} \langle \tau \rangle^\eta \| w_+ f(\tau) \| \\
\leq C (t)^{-\eta} \sup_{0 \leq \tau \leq t} \langle \tau \rangle^\eta \| w_+ f(\tau) \| ,
\]
which proves (6.1). The proof of (6.2) is identical and uses the singular local decay estimate of (H3b). \( \square \)

We now define the norms
\[
[A]_\alpha(T) = \sup_{0 \leq \tau \leq T} \langle \tau \rangle^\alpha |A(\tau)|
\]
and
\[
[\phi_d]_{LD,\alpha}(T) = \sup_{0 \leq \tau \leq T} \langle \tau \rangle^\alpha \| w_- \phi_d(\tau) \| .
\]
Then we have the following.

PROPOSITION 6.1. For any \( T > 0 \) and \( \eta \in [0, r_1] \),
\[
[\phi_d]_{LD,\eta}(T) \leq C \left( \| w_+ \phi_d(0) \| + |\varepsilon| \| |W|\| \| A\|_\eta(T) \right) .
\]

Proof. From (4.9) we get, using the assumed local decay estimate for \( e^{-iH_0 t} \) and (6.1),
\[
\| w_- \phi_d(t) \| \leq \sum_{j=0}^2 \| w_- \phi_j(t) \| \\
\leq C(t)^{-\eta} \| w_+ \phi_d(0) \| + C|\varepsilon| (t)^{-\eta} [A]_\eta(t) \sup_{0 \leq s \leq t} \| w_+ W(s) \psi_0 \| \\
+ C \| |W|\| \langle t \rangle^{-\eta} [\phi_d]_{LD,\eta}(t) .
\]

Since \( \| w_+ W(s) \psi_0 \| \leq \| |W|\| \| \psi_0 \| = \| |W|\| \) and \( |\varepsilon| \| |W|\| \) is assumed to be small, multiplying both sides of this last equation by \( \langle t \rangle^\eta \) and taking supremum over \( t \leq T \) yields (6.5). \( \square \)

We now estimate \( E(t) \).

PROPOSITION 6.2. Let \( T > 0 \). For any \( \eta \in [0, r_1] \)
\[
[E]_\eta (T) \leq C \left( \varepsilon^2 \| |W|\|^2 |A(0)| + |\varepsilon| \| |W|\| \| w_+ \phi_d(0) \| + |\varepsilon|^3 \| |W|\| |A|_\eta(T) \right) .
\]

Proof. \( E(t) \) is defined in (4.13). From these equations it is seen that we need to bound the following terms:
\[
R_1 \equiv \frac{1}{4} \varepsilon^2 |A(0)| \sum_{j,k \in \mathbb{Z}} \left| \langle \beta_k \psi_0, e^{-iH_0 t} (H_0 - \lambda_0 - \mu_j - i0)^{-1} P_c \beta_j \psi_0 \rangle \right|,
\]
\[
R_2 \equiv \frac{1}{4} \varepsilon^2 \sum_{j,k \in \mathbb{Z}} \left| \langle \beta_k \psi_0, \int_0^t e^{-iH_0(t-s)} (H_0 - \lambda_0 - \mu_j - i0)^{-1} P_c e^{-i(\lambda_0 + \mu_j)s} \partial_s A(s) \beta_j \psi_0 \, ds \rangle \right|
\]
and
\[ |\varepsilon (\psi_0, W(t)\phi_0(t))| = |\varepsilon \left( W(t)\psi_0, e^{-iH_0t}\phi_d(0) \right) |, \]
\[ |\varepsilon (\psi_0, W(t)\phi_2)| = |\varepsilon \left( W(t)\psi_0, \int_0^t e^{-iH_0(t-s)} P e W(s)\phi_d(s)ds \right) |. \]

The estimates of the above terms repeatedly use Lemma 6.1. Let \( \eta \in [0, r_1] \).

**Estimation of \( R_1 \).**

\[ R_1 = \sum_{j,k \in \mathbb{Z}} |\varepsilon (w_j, x_k) e^{-iH_0 t} (H_0 - \lambda_j - \mu_j - i0)^{-1} P e w_j x_k \phi_d(0)| \]
\[ \leq C |A(0)| \varepsilon^2 |||W|||^2 \langle t \rangle^{-\eta} \]
by the local decay estimates (2.4).

**Estimation of \( R_2 \).** From (4.11) we have that
\[ |\partial_s A(s)| \leq C |\varepsilon| |||W||| |A(s)| + |E(s)| \]

since \( \Re \rho \) is linear in \( |\varepsilon| |||W||| \) and \( \Re \rho, \Gamma \) are quadratic.

Applying Lemma 6.1 to \( R_2 \) we then get
\[ R_2 = \frac{1}{4} \varepsilon^2 \sum_{j,k \in \mathbb{Z}} \left| \left( w_j + \beta k \psi_0, \int_0^t e^{-iH_0(t-s)} (H_0 - \lambda_j - \mu_j - i0)^{-1} P e w_j \phi_d(s)ds \right) \right| \]
\[ \leq C \varepsilon^2 |||W|||^2 \langle t \rangle^{-\eta} \{ |\varepsilon| |||W||| |A|_{\eta}(t) + |E|_{\eta}(t) \}. \]

**Estimation of \( |\varepsilon (\psi_0, W(t)\phi_0(t))| \).** Since, by definition, \( \phi_d(0) = P e \phi_d(0) \) we can apply local decay estimates for \( e^{-iH_0 t} \) to get
\[ |\varepsilon (W(t)\psi_0, \phi_d(0))| \leq C |\varepsilon| |||W||| \langle t \rangle^{-\eta} \|w_+ \phi_d(0)||. \]

**Estimation of \( |\varepsilon (\psi_0, W(t)\phi_2)| \).** Applying Lemma 6.1 as before we get, for \( 0 \leq t \leq T \),
\[ |\varepsilon (\psi_0, W(t)\phi_2)| \leq C \varepsilon^2 |||W|||^2 \langle t \rangle^{-\eta} |\phi_d|_{LD,\eta}(T). \]

Using Proposition 6.1 to estimate \( |\phi_d|_{LD,\eta}(t) \) in (6.12), we get
\[ |\varepsilon (\psi_0, W(t)\phi_2)| \leq C \varepsilon^2 |||W|||^2 \langle t \rangle^{-\eta} \{ \|w_+ \phi_d(0)|| + |\varepsilon| |||W||| |A|_{\eta}(t) \}. \]

Finally, combining the above estimates, we can bound \( |E|_{\eta}(T) \) for any \( \eta \in [0, r_1] \) as follows:
\[ |E|_{\eta}(T) \leq C \{ \varepsilon^2 |||W|||^2 \|A(0)\| + |\varepsilon| |||W||| \|w_+ \phi_d(0)|| \]
\[ + \varepsilon^2 \|W\|^2 |E|_{\eta}(T) + |\varepsilon|^2 \|W\|^3 \|A|_{\eta}(T) \}. \]

Since \( |\varepsilon| |||W||| \) is assumed to be small, Proposition 6.2 follows. \( \square \)

We can now complete the proof of Theorem 2.1. To prove the assertions concerning the infinite time behavior, the key is to establish local decay of \( \phi_d \), in particular, the uniform boundedness of \( |\phi_d|_{LD,\eta}(T) \). This will follow directly from Proposition 6.1 if we prove the uniform boundedness \( |A|_{r_1}(T) \), or equivalently, \( |\hat{A}|_{r_1}(T) \).
Proposition 6.3. Under the hypothesis of Theorem 2.1, there exists an $\varepsilon_0 > 0$ such that for each real number $\varepsilon$, $|\varepsilon| < \varepsilon_0$ there is a constant $C_\ast$ with the property that for any $T > 0$

$$[A]_{r_1}(T) \leq C_\ast.$$ 

Proof. We begin with the expansion of $A(t)$ given in Proposition 5.3. Multiplying (5.34) by $\langle t \rangle^r_1$, and taking the supremum over $0 \leq t \leq T$ we have

$$[A]_{r_1}(T) \leq C \left( |A(0)| \left( \varepsilon^2 \Gamma/2 \right)^{-r_1} + \sup_{0 \leq \tau \leq 2(\varepsilon^2 \Gamma/2)^{-\alpha}} \langle \tau \rangle^r_1 |R_A(\tau)| \right)$$

$$+ \sup_{2(\varepsilon^2 \Gamma/2)^{-\alpha} \leq \tau \leq T} \langle \tau \rangle^r_1 |R_A(\tau)| \right).$$

(6.15)

The right-hand side of (6.15) is estimated using Proposition 5.3.

$$[A]_{r_1}(T) \leq C |A(0)| \left( \varepsilon^2 \Gamma/2 \right)^{-r_1} + D \left( \varepsilon^2 \Gamma/2 \right)^{-\alpha(r_1-1)} [E]_0(2(\varepsilon^2 \Gamma/2)^{-\alpha})$$

$$+ C_1 e^{-(-\varepsilon^2 \Gamma/2) / \delta} [E]_0(2(\varepsilon^2 \Gamma/2)^{-\alpha}) + C_2 \left( \varepsilon^2 \Gamma/2 \right)^{-1} [E]_{r_1}(T).$$

Next, we apply Proposition 6.2 which yields

$$[A]_{r_1}(T) \leq C |A(0)| \left( \varepsilon^2 \Gamma/2 \right)^{-r_1} + D \left( \varepsilon^2 \Gamma/2 \right)^{-\alpha(r_1+1)} [E]_0(2(\varepsilon^2 \Gamma/2)^{-\alpha})$$

$$+ C_1 e^{-(-\varepsilon^2 \Gamma/2) / \delta} [E]_0(2(\varepsilon^2 \Gamma/2)^{-\alpha})$$

$$+ C_2 \left( \varepsilon^2 \Gamma/2 \right)^{-1} \left( \varepsilon^2 |A(0)||||W|||^2 + |\varepsilon||||W||| \|w_+ \phi_d(0)\| \right.$$\n
$$+ |\varepsilon^3||||W||||^3 [A]_{r_1}(T) \right).$$

(6.16)

Note that by Proposition 6.2 and the simple bound

$$[A]_0(T) \leq \|\phi_0\|,$$

$$[E]_0(2(\varepsilon^2 \Gamma/2)^{-\alpha})$$

is bounded in terms of the initial data and $|\varepsilon||||W|||$.

Choose $\varepsilon_0$ such that

$$1 - \frac{2C_2|||W|||^3}{\Gamma} \varepsilon_0 = 0,$$

where $C_2$ is the same as in (6).

Then, for $|\varepsilon| < \varepsilon_0$

$$[A]_{r_1}(T) \leq C_\ast.$$  

(6.17)

Here, $C_\ast$ depends on $\|\phi_0\|$, $\|w_+ \phi_d\|$, $r_1$, and $\varepsilon$.

This completes the proof of Proposition 6.3 and therewith the $t \to \infty$ asymptotics asserted in Theorems 2.1–2.3. □

It remains to finish the proofs of the Theorems 2.3 and 2.2. Due to some differences we consider them separately in the following two subsections.
6.1. Proof of Theorem 2.3. In order to obtain (2.23) we note that (4.7), (5.3), and (5.14) together with the definition of \( \omega(t) \) in (2.16) already gives us

\[
a(t) = e^{-i \omega_0 t} \int_0^t e^{i \phi(s)} ds \left( A(0) e^{-i \Gamma t} + R_A(t) \right)
= a(0) e^{-i \Gamma t} e^{i \omega(t)} + R_A(t),
\]

which is in fact the second relation in (2.23). The third is a direct consequence of the second since \( P(t) = |a(t)|^2 \) while the fourth relation is exactly (4.9).

It remains to prove the intermediate time estimate (2.17). The ingredients are contained in (6.7) and its proof. First, by (5.15)

\[
|R_a(t)| \leq C |R_A(t)| + O(\varepsilon^2 ||W||^2).
\]

So, it suffices to prove an \( O(\varepsilon ||W||) \) upper bound for \( R_A. \)

Using (5.4) and (5.13) we know that

\[
|\varepsilon \phi| \leq C \varepsilon ||W|| ||W||^2 ||w+\phi||.
\]

Let \( T_0 \) denote an arbitrary fixed positive number. We estimate the equation (6.18) for \( t \in [0, T_0(\varepsilon^2 \Gamma)^{-1}] \). We bound the exponential in the integrand by one (explicit integration would give something of order \( (\varepsilon^2 \Gamma)^{-1} \)) and bound \( |E(\tau)| \) by estimating the expressions in the proof of Proposition 6.2. First, the estimates of Proposition 6.2 for \( R_1 \) and \( |\varepsilon (\psi_0, W(t)\phi_0(t))| \) are useful as is. Integration of the bounds (6.8) and (6.11) gives

\[
\int_0^t e^{-i \Gamma (t-\tau)} R_1 d\tau \leq C \varepsilon^2 ||W||^2 ||w+\phi||,
\]

\[
(6.19) \quad \int_0^t e^{-i \Gamma (t-\tau)} |\varepsilon (\psi_0, W(t)\phi_0(t))| d\tau \leq C |\varepsilon||W|| ||w+\phi||.
\]

To estimate the contributions of \( R_2 \), first observe that by (6.9) and Proposition 6.2 with \( \eta = 0 \)

\[
|\partial_{\xi} A(s)| \leq C |\varepsilon||W|| \|w+\phi\|.
\]

Therefore, using local decay estimates we have

\[
\int_0^t e^{-i \Gamma (t-\tau)} R_2 d\tau \leq C T_0(\varepsilon^2 \Gamma)^{-1} |\varepsilon|^3 ||W||^3 \|w+\phi\|
\leq D |\varepsilon||W|| \|w+\phi\|.
\]

Finally, we come to the contribution of \( |\varepsilon (\psi_0, W(t)\phi_2)| \). We rewrite it as follows:

\[
|\varepsilon (\psi_0, W(t)\phi_2)| = \varepsilon^2 \left| \int_0^t (W(s) e^{iH_0(t-s)} P_- W(t) \psi_0, \phi_d(s)) ds \right|
= \int_0^t \varepsilon^2 (w_+ W(s) w_+ \cdot w_- e^{iH_0(t-s)} P_- w_+ \cdot w_+ W(t) \psi_0, w_- \phi_d(s)) ds.
\]

Recall that by (4.9) \( \phi_d = \phi_0 + \phi_1 + \phi_2 \), where \( \phi_0(t) = e^{-iH_0t} \phi_d(0) \). Using local decay estimates (H3a), the contribution of the term \( \phi_0(t) \) can be bounded
by $C\varepsilon^2||W||^2 ||w_+\phi_d(0)|| (\tau)^{-\gamma_1}$. Multiplication of this bound by $e^{-\varepsilon^2\Gamma(t-\tau)}$ and integration with respect to $t$ gives the bound $C\varepsilon^2||W||^2 ||w_+\phi_d(0)||$. To assess the contributions from $\phi_1 + \phi_2$, note that local decay estimates (H3a) imply

$$
||w_-(\phi_1 + \phi_2)|| \leq C\varepsilon ||W|| ||w_+\phi(0)||.
$$

Putting together the contributions from $\phi_0$ and from $\phi_1 + \phi_2$, we have

$$
\int_0^t e^{-\varepsilon^2\Gamma(t-\tau)} |\varepsilon(\psi_0, W(t)\phi_2)| d\tau \leq C \left( \varepsilon^2||W||^2 ||w_+\phi_d(0)|| + (\varepsilon^2\Gamma)^{-1} |\varepsilon||W||^3 \right).
$$

(6.23)

The above estimates and (5.15) imply (2.17). Now, (2.18) is a direct consequence of (2.17) and the relation $P(t) = |a(t)|^2$.

This concludes the proof of Theorem 2.3.

6.2. Proof of Theorem 2.2. As in the proof of Theorem 2.3 relations (4.7), (5.34), (5.50), and the definition of $\omega(t)$ in (2.16) gives

$$
a(t) = e^{-i\lambda_0 t + \int_0^t \eta(s) ds} \left( A(0)e^{-\varepsilon^2(\Gamma t - \int_0^t \sigma(s) ds)} + R_A(t) \right)
= a(0)e^{-\varepsilon^2(\Gamma t - \gamma_1)t}e^{i\omega(t)} + R_a(t),
$$

which is the second relation in (2.15). In what follows, the only difference from the previous argument is in estimating $R_a(t)$.

We start with the relation (5.50):

$$
R_a(t) = e^{-i\lambda_0 t + \int_0^t \eta(s) ds} R_A(t) + \left( 1 - e^{\varepsilon^2(\int_0^t \sigma(s) ds - \gamma_1 t) + \Re \int_0^t \eta(s) ds} \right) e^{-\varepsilon^2(\Gamma t - \gamma_1)t}e^{i\omega(t)} a(0).
$$

(6.24)

Since $\sigma(t)$ is an almost periodic function with zero mean, for any $\gamma > 0$ there is an $M_\gamma > 0$ such that whenever $|t| \geq M_\gamma$,

$$
\int_0^t \sigma(s) ds \leq \gamma t.
$$

On the other hand for $|t| < M_\gamma$, using (5.51) we have

$$
\int_0^t \sigma(s) ds \leq C M_\gamma ||W||^2.
$$

So, in both cases,

$$
\int_0^t \sigma(s) ds - \gamma t \leq C M_\gamma ||W||^2.
$$

Substituting now in (6.24) and tacking into account that by (5.48),

$$
\Re \int_0^t \eta(s) ds \leq C\varepsilon^2||W||^2
$$

uniformly in $t$, we get

$$
|R_a(t)| \leq C |R_A(t)| + O(\varepsilon^2||W||^2).
$$

(6.25)

It remains to prove an $O(\varepsilon ||W||)$ for $R_A(t)$. Looking now at (5.55) we see that we can bound the exponential by $\max\{1, e^{\varepsilon^2(C||W||^2 - \Gamma)M}\}$. Now, the same argument as in the end of the previous subsection will give us the required result.

This completes the proof of Theorem 2.2.
7. Generalizations. In the previous sections we considered perturbations of the form $\varepsilon W(t)$, with $W(t)$ independent of $\varepsilon$. In this section, we shall extend our theory to a more general class of potentials, $W_\varepsilon$, which are small for small $\varepsilon$ but which may deform nontrivially as $\varepsilon$ varies.

Consider a family of perturbations $W$ and the general system

$$
i \partial_t \phi(t) = (H_0 + W(t)) \phi(t),$$

$$\phi|_{t=0} = \phi(0),$$

where $W \in W$ (compare to (2.1)). The results are as follows.

**Theorem 7.1.** Suppose that $H_0$ and any $W \in W$ satisfy hypotheses (H1)–(H5). In addition assume the following:

(H7) Equi-almost periodicity. There exists a positive constant $L_{\theta_0}$, independent of $W \in W$, such that in any interval of real numbers of length $L_{\theta_0}$, the function $|||W|||^{-2} \sigma(t)$ ($|||W||| \neq 0$), where

$$\sigma(t) \equiv -\frac{\pi}{4} \sum_{j \in \mathbb{Z}, \beta \neq \beta_0} \epsilon^{i(\mu_k - \mu_j)t} (\beta_k \psi_0, \delta(H_0 - \lambda_0 - \mu_j) \beta_j \psi_0)$$

has an $\theta_0/4$ almost period, $\theta_0$ is given by (H5). More precisely, there exists $L_{\theta_0} > 0$ which does not depend on $W$ such that in any interval of length $L_{\theta_0}$ there is a number $\tau = \tau(\theta_0/4)$ such that for all $t \in \mathbb{R}$

$$|||W|||^{-2} \sigma(t + \tau) - |||W|||^{-2} \sigma(t) \leq \theta_0/4.$$

If $w_+ \phi(0) \in \mathcal{H}$, then there exists an $\varepsilon_0 > 0$ (depending on $C, r_1, \theta_0$, and $L_{\theta_0}$) such that whenever $|||W||| < \varepsilon_0$, the solution of (7.1) satisfies the local decay estimate (identical with the one in Theorem 2.1)

$$||w_- \phi(t)|| \leq C(t)^{-r_1} ||w_+ \phi_0||, \quad t \in \mathbb{R}.$$

**Sketch of the proof.** Once we drop $\varepsilon$ from all expressions (since it is not present in the actual setting), the arguments in the previous sections hold in this case except the analysis of $\sigma(t)$ in Proposition 5.3. Formulas (5.36) and (7.2) are the same, but now $\mu_j, \beta_j, j \in \mathbb{Z}$, are not fixed as they define $W$ by (H4) and $W$ sweeps a general class $W$. This may prevent us from finding a fixed time interval, $\mathcal{M}$, independent of $W \in W$, after which $\sigma(t)$ is within $\Gamma/2$ distance from its mean; see relations (5.52)–(5.54).

Nevertheless, (H7) is exactly what we need to overcome the difficulty. A straightforward calculation shows that any $\theta_0/4$ almost period of $|||W|||^{-2} \sigma(t)$ is a $\Gamma/4$ almost period for $\sigma(t)$. Consequently, $L(\Gamma/4)$ in (5.54) is bounded above by $L(\theta_0)$ given in (H7). But the latter is fixed, so we can choose

$$\mathcal{M} = 8CL(\theta_0)/\theta_0$$

independent of $W \in W$ and still satisfy (5.53) hence (5.52).

Finally, we can close the arguments exactly as we did for Theorem 2.1.

**Remark 7.1.** Theorems analogous to Theorem 2.2 (respectively, Theorem 2.3) can be proved under hypotheses (H1)–(H5), (H7) (respectively, (H1)–(H6)).

**Examples.** (H7) holds trivially for

1. $W = \{ \varepsilon W(t, x) : \varepsilon \in \mathbb{R}, W \text{ fixed} \}$ or
(2) $W = \{ \varepsilon W(\varepsilon^{-1} t, x) : \varepsilon \in \mathbb{R} - \{0\}, |\varepsilon| \leq 1, W \text{ fixed} \}$.

In Example (1), $\varepsilon$ cancels in the formula $|||W|||^{-2} \sigma(t)$ while in Example (2) we have a time dilation which shrinks the gaps between the almost periods, so the $L(\theta_0)$ valid for $W(t, x)$ is good for the entire family.

(3) There are more general families of perturbations $W$ for which (H7) holds. For example, if $W$ is equi-almost periodic, see section 9.

8. Appendix: Singular operators. In this section we present the definition and the properties we needed previously for the singular operators

$$e^{-iH_0 t} (H_0 - \Lambda - i0)^{-1} P_c, \quad \delta (H_0 - \Lambda) P_c, \quad \text{P.V.} (H_0 - \Lambda)^{-1} P_c$$

and establish the identities

$$(H_0 - \Lambda \mp i0)^{-1} P_c = \text{P.V.} (H_0 - \Lambda)^{-1} P_c \pm i\pi \delta (H_0 - \Lambda) P_c$$

suggested by the well-known distributional identities

$$(x \mp i0)^{-1} = \text{P.V.} \frac{1}{x} \pm i\pi \delta(x).$$

Recall that we are in the complex Hilbert space $\mathcal{H}$ with self-adjoint “weights” $w_\pm$ and projection operator $P_c$ satisfying (i), (ii), and (iii). We can then construct the complex Hilbert space $\mathcal{H}_+$ as the closure of the domain of $w_+$ under the scalar product $(f, g)_+ = (w_+ f, w_+ g)$ and the complex Hilbert space $\mathcal{H}_-$ as the closure of $P_c \mathcal{H}$ under the scalar product $(f, g)_- = (w_- f, w_- g)$.

By the hypotheses of section 2, $H_0$ is a self-adjoint operator on $\mathcal{H}$ and satisfies the local decay estimate (2.3). Based on this property, in [11, 22, 23] it is proved that for $\Lambda$ in the continuous spectrum of $H_0$ and $t \in \mathbb{R}$

$$T_t^+ \equiv i \lim_{\eta \searrow 0} \int_t^\infty e^{-i(H_0-\Lambda-in)s} ds P_c,$$

$$T_t^- \equiv -i \lim_{\eta \searrow 0} \int_{-\infty}^t e^{-i(H_0-\Lambda+in)s} ds P_c$$

are well defined linear bounded operators from $\mathcal{H}_+$ to $\mathcal{H}_-$. We then define

$$e^{-iH_0 t} (H_0 - \Lambda - i0)^{-1} P_c \equiv e^{-i\Lambda t} T_t^+,$$

$$e^{+iH_0 t} (H_0 - \Lambda + i0)^{-1} P_c \equiv e^{+i\Lambda t} T_t^-,$$

and

$$\text{P.V.} (H_0 - \Lambda)^{-1} P_c \equiv \frac{1}{2} (T_0 + T_0^*),$$

$$\delta (H_0 - \Lambda) P_c \equiv \frac{1}{2\pi i} (T_0 - T_0^*).$$

Note that the definitions imply the identities

$$(H_0 - \Lambda \mp i0)^{-1} P_c = \text{P.V.} (H_0 - \Lambda)^{-1} P_c \pm i\pi \delta (H_0 - \Lambda) P_c.$$

Particularly important properties of these operators are their symmetries when viewed as quadratic forms on $\mathcal{H}_+ \times \mathcal{H}_+$. For example, on any $f, g \in \mathcal{H}_+$ the quadratic form induced by $T_t$ is given by

$$(f, g) \mapsto (w_+ f, w_- T_t g).$$
Note that

\[(8.6) \quad \lim_{\eta \searrow 0} (f, T_{1}^\eta g) = \lim_{\eta \searrow 0} \left( f, i \int_{t}^{\infty} e^{-i(H_0 - \Lambda - i\eta)s} ds P_e g \right) = (w_+ f, w_- T_{1} g) \]

by the following calculation:

\[\lim_{\eta \searrow 0} \left( f, i \int_{t}^{\infty} e^{-i(H_0 - \Lambda - i\eta)s} ds P_e g \right) = \lim_{\eta \searrow 0} \left( f, P_e i \int_{t}^{\infty} e^{-i(H_0 - \Lambda - i\eta)s} ds P_e g \right)\]

\[= \lim_{\eta \searrow 0} \left( f, w_+ w_- P_e i \int_{t}^{\infty} e^{-i(H_0 - \Lambda - i\eta)s} ds P_e g \right)\]

\[= \lim_{\eta \searrow 0} \left( w_+ f, w_- i \int_{t}^{\infty} e^{-i(H_0 - \Lambda - i\eta)s} ds P_e g \right)\]

\[= (w_+ f, w_- T_{1} g),\]

where we used that $P_e$ is a projection operator commuting with the integral operator, the identity $w_+ w_- P_e = P_e$ on $\mathcal{H}$, the self-adjointness of $w_\pm$ and $P_e$, and $\lim_{\eta \searrow 0} w_- T_{1}^\eta g = w_- T_{1}$ in $\mathcal{L}(\mathcal{H}_+, \mathcal{H})$.

Identity (8.6) suggests the notation

\[(f, g) \mapsto (f, T_{1} g)\]

for the quadratic form induced by $T_{1}$, where $(\cdot, \cdot)$ can formally be treated as the scalar product in $\mathcal{H}$. Moreover, (8.6) implies

\[(f, T_{1} g) = (T_{1}^* f, g).\]

Therefore, the quadratic form induced by $P.V.(H_0 - \Lambda)^{-1} P_e$ is the symmetric part of the one induced by $T_{0}$ while $\delta(H_0 - \Lambda)P_e$ induces the skew-symmetric part of it divided by the factor $i\pi$. As a consequence both the forms corresponding to the last two operators are symmetric.

In conclusion, for any $f, g \in \text{Domain}(w_+)$, $t \in \mathbb{R}$, and $\Lambda \in \sigma_{\text{cont}}(H_0)$ we have

\[(f, e^{\mp iH_0^t}(H_0 - \Lambda \mp i0)^{-1} P_e g) \leq C_t \|w_+ f\| \|w_+ g\|,\]

\[(8.7)\]

\[(f, \delta(H_0 - \Lambda)P_e g) \leq C_0 \|w_+ f\| \|w_+ g\|,\]

\[(8.8)\]

\[(f, P.V.(H_0 - \Lambda)^{-1} P_e g) \leq C_0 \|w_+ f\| \|w_+ g\|,\]

\[(8.9)\]

The inequalities are due to the boundedness of $T_{1}$, where $C_t$ denotes the norm of $T_{1}$ in $\mathcal{L}(\mathcal{H}_+, \mathcal{H}_-)$. Moreover, the following symmetry properties hold:

\[(f, e^{\pm iH_0^t}(H_0 - \Lambda \mp i0)^{-1} P_e g) = (e^{\mp iH_0^t}(H_0 - \Lambda \pm i0)^{-1} P_e f, g),\]

\[(f, \delta(H_0 - \Lambda)P_e g) = (\delta(H_0 - \Lambda)P_e f, g),\]

\[(f, P.V.(H_0 - \Lambda)^{-1} P_e g) = (P.V.(H_0 - \Lambda)^{-1} P_e f, g).\]


In this section we present the definition and the properties of almost periodic functions we used throughout this paper. We will confine to functions of the form $f : \mathbb{R} \to X$, where $X$ is a complex Banach space with norm denoted by $\| \cdot \|$. 
Definition 9.1. We say that 
\[ f : \mathbb{R} \to X \]
is almost periodic if and only if it is continuous and for each \( \varepsilon > 0 \) there exists a length \( L(\varepsilon, f) > 0 \) such that in any closed interval of length greater or equal than \( L(\varepsilon, f) \) there is at least one \( \tau \) with the property that for all \( t \in \mathbb{R} \) we have
\[
\| f(t + \tau) - f(t) \| \leq \varepsilon.
\]
The number \( \tau \) with the property above is called an \( \varepsilon \) almost period for \( f \).

Example. Any continuous periodic function is almost periodic since for any \( \varepsilon > 0 \) we can choose the length \( L(\varepsilon) \) to be the period of the function.

Theorem 9.1. Any almost periodic function has a relative compact image.

The proof of the theorem can be found in [9, Property 1, p. 2]. In particular, any almost periodic function \( f : \mathbb{R} \to X \) is in the Banach space of all bounded and continuous functions on \( \mathbb{R} \) with values in \( X \), \( C(X) \), endowed with the uniform norm.

The next result is Bochner’s characterization of almost periodic functions; see, for example, [9, Bochner’s theorem, p. 4].

Theorem 9.2 (Bochner). Let \( f : \mathbb{R} \to X \) be a continuous function. For \( f \) to be almost periodic it is necessary and sufficient that the family of functions \( \{ f(t + h) \}, -\infty < h < \infty \), is relatively compact in \( C(X) \).

As a consequence of Bochner’s criterion and Property 4 from [9, p. 3] we have the following.

Corollary 9.1. A finite sum of almost periodic functions with values in the same Banach space is an almost periodic function.

Corollary 9.2. A product between a complex valued almost periodic function and an arbitrary almost periodic function is an almost periodic function.

Corollary 9.3. If \( H \) is a complex Hilbert space, \( \mathcal{L}(H) \) is the Banach space of the bounded linear operators on \( H \), and \( W : \mathbb{R} \to \mathcal{L}(H) \) is an almost periodic function, then for any \( \varphi, \psi \in H \) the following functions are almost periodic:
\[
\begin{align*}
t &\to W(t)\varphi, \\
t &\to (\psi, W(t)\varphi), \\
t &\to (W(t)\psi, W(t)\varphi),
\end{align*}
\]
where \((\cdot, \cdot)\) denotes the scalar product on \( H \).

Another essential result in the theory of almost periodic functions is (see, for example, [9, Property 3, p. 3]) the following.

Theorem 9.4. Any uniform convergent sequence of almost periodic functions converges towards an almost periodic function.

Corollary 9.4. If \( \{ \mu_j \}_{j \in \mathbb{Z}} \subset \mathbb{R} \) and \( \{ \beta_j \}_{j \in \mathbb{Z}} \subset X \) satisfies \( \sum_{j \in \mathbb{Z}} \| \beta_j \| < \infty \), then
\[
\sum_{j \in \mathbb{Z}} e^{i\mu_j t} \beta_j
\]
is an $X$-valued almost periodic function of $t$.

**Proof.** According to Weierstrass's criterion the series $\sum_{j \in \mathbb{Z}} e^{i\mu_j t} \beta_j$ is uniformly convergent on $\mathbb{R}$.

By Corollary 9.1 and the example above the partial sums of the above series are almost periodic. The result follows now from Theorem 9.4. \(\square\)

We continue with the harmonic analysis results for almost periodic functions.

**Theorem 9.5 (mean value).** If $f : \mathbb{R} \to X$ is almost periodic, then the following limit exists and it is approached uniformly with respect to $a \in \mathbb{R}$:

$$
\lim_{t \to \infty} \frac{1}{t} \int_{a}^{a+t} f(s) ds = M(f) \in X.
$$

Moreover, whenever

$$
t \geq 4 \sup_{s \in \mathbb{R}} \|f(s)\| L(\varepsilon/2, f) / \varepsilon
$$

we have

$$
\left\| M(f) - \frac{1}{t} \int_{a}^{a+t} f(s) ds \right\| \leq \varepsilon
$$

for all $a \in \mathbb{R}$.

The proof of the mean value theorem in this form can be found in [2, pp. 39–44]. Note that although Bohr's book considers only complex valued almost periodic functions the proof can be carried on to Banach space valued functions by simply replacing the modulus by the norm and the Lebesque's integral for complex valued functions by the Bochner's integral.

The results of the next theorem are presented in [9, Chapter 2].

**Theorem 9.6 (fundamental theorem).** If $f, g : \mathbb{R} \to X$ are almost periodic, then

(a) for any $\mu \in \mathbb{R}$,

$$
\lim_{t \to \infty} \frac{1}{t} \int_{0}^{t} f(s) e^{-i\mu s} ds = a(\mu, f)
$$

exists and is nonzero for at most a denumerable set of $\mu$'s; if $a(\mu, f) \neq 0$, then $a(\mu, f)$ is called a Fourier coefficient for $f$ while $\mu$ is called a Fourier exponent;

(b) $a(\mu, f) = a(\mu, g)$ for all $\mu \in \mathbb{R}$ if and only if $f \equiv g$;

(c) let $\Lambda(f) = \{ \mu : a(\mu, f) \neq 0 \}$ denote the set of Fourier exponents for $f$; then there is an ordering on $\Lambda(f)$, $\Lambda(f) = \{ \mu_1, \mu_2, \ldots \}$ independent of the Fourier coefficients, such that for any $\varepsilon > 0$ there exist the numbers $N(\varepsilon) \in \mathbb{N}$, $0 \leq k_{n,\varepsilon} \leq 1$, $n \in \mathbb{N}$, with the property that the trigonometric polynomial

$$
P_\varepsilon(t) = \sum_{n=1}^{N(\varepsilon)} k_{n,\varepsilon} a(\mu_n, f) e^{i\mu_n t}
$$

satisfies

$$
\| f(t) - P_\varepsilon(t) \| \leq \varepsilon \quad \text{for all } t \in \mathbb{R}.
$$

Moreover, $k_{n,\varepsilon}$ can be chosen such that for any fixed $n$, $\lim_{\varepsilon \to 0} k_{n,\varepsilon} = 1$.

In this paper we use a less general result than the above fundamental theorem, namely, the following.
Corollary 9.5. If \( f(t) = \sum_{j \in \mathbb{Z}} e^{\mu_j t} \beta_j \), where \( \{\mu_j\}_{j \in \mathbb{Z}} \subset \mathbb{R} \) and \( \sum_{j \in \mathbb{Z}} \|\beta_j\| < \infty \), then \( \Lambda(f) = \{\mu_j\}_{j \in \mathbb{Z}}, a(\mu_j, f) = \beta_j, j \in \mathbb{Z} \), in particular if \( \mu_j \neq 0, j \in \mathbb{Z} \), then \( M(f) = 0 \). Moreover, we can arbitrarily order \( \Lambda(f) \) and still have that for any \( \varepsilon > 0 \) there exists a natural number \( N(\varepsilon) \) such that
\[
\| f(t) - \sum_{j=-N(\varepsilon)}^{j=N(\varepsilon)} e^{\mu_j t} \beta_j \| \leq \varepsilon
\]
or, in other words, in this particular case the conclusion in part (c) of the fundamental theorem is valid even if we have an arbitrary order on \( \Lambda(f) \) and we choose \( k_{j,\varepsilon} \equiv 1 \).

Proof. By the Weierstrass criterion the series
\[
f(t)e^{-i\mu t} = \sum_{j \in \mathbb{Z}} e^{i(\mu_j - \mu)t} \beta_j
\]
is uniformly convergent on \( \mathbb{R} \). So, when we compute \( a(\mu, f) \) we can integrate term by term and therefore use the identities
\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t e^{-i\lambda s} ds = \begin{cases} 0 & \text{if } \lambda \neq 0, \\ 1 & \text{if } \lambda = 0 \end{cases}
\]
to get the first part of the corollary. The last part is a direct consequence of the fact that \( f \) is an absolute and uniform convergent series.
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